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Many-Body Green’s Functions

Tentative schedule:

Lecture 1:  Definitions of Many-body Green’s functions (MBGFs), relation to experiment

Lecture 2: - Diagramatic expansion, Dyson eq. etc.. :
- ADC(n) formalism – how to solve it
- PV coupling  (Faddeev RPA)

Lecture 3: Gorkov formalism (pairing and particle number breaking)
Many-body forces
Handling short-range repulsion

Seminar: Applications to Nuclear Physics

Some emphasis 
on the most recent 

computational methods 



Many-Body Green’s Functions

Many-body Green's functions (MBGF) are a set of techniques that originated in quantum field theory but
have then found wide applications to the many-body problem.

In this case, the focus are complex systems such as crystals, molecules, or atomic nuclei. 

Development of formalism:  late 1950s/ 1960s à imported from quantum field theory

1970s – today à applications and technical developments…



Many-Body Green’s Functions

Many-body Green’s functions are a VAST formalism. They have a wide range of applications and contain a 
lot of information that is accessible from experiments.

Here we want to give an introduction:

Ø Teach the basic definitions and results

Ø Make connection with experimental quantities à gives insight into physics

Ø Discuss some specific application to many-bodies



• Green’s functions
• Propagators names for the same objects

• Correlation functions

• Many-body Green’s functions ß Green’s functions applied to the MB problem

• Self-consistent Green’s functions (SCGF) ß a particular approach to calculate GFs

Many-Body Green’s Functions



Many-Body Green’s Functions

Books on many-body Green’s Functions:

• A. L. Fetter and J. D. Walecka, Quantum Theory of Many-Particle Physics, (McGraw-Hill, New York, 1971)
• A. A. Abrikosov, L. P. Gorkov and I. E. Dzyaloshinski, Methods of Quantum Field Theory in Statistical Physics (Dover, 

New York, 1975)

• W. H. Dickhoff and D. Van Neck, Many-Body Theory Exposed!, 2nd ed. (World Scientific, Singapore, 2007)

• R. D. Mattuck, A Guide to Feynmnan Diagrams in the Many-Body Problem, (McGraw-Hill, 1976)  [reprinted by Dover, 
1992]

• J. P. Blaizot and G. Ripka, Quantum Theory of Finite Systems, (MIT Press, Cambridge MA, 1986)
• J. W. Negele and H. Orland, Quantum Many-Particle Systems, (Benjamin, Redwood City CA, 1988)
• …



Many-Body Green’s Functions
Recent reviews:

• F. Aryasetiawan and O. Gunnarsson, Rep. Prog. Phys. 61, 237 (1998), arXiv:cond-mat/9712013. à GW method

• G. Onida, L. Reining and A. Rubio, Rev. Mod. Phys. 74, 601 (2002). à comparison of TDDTF and GF

• H. Mϋther and A. Polls, Prog. Part. Nucl. Phys. 45, 243 (2000). à Applications to 
• C.B. and W. H. Dickhoff, Prog. Part. Nucl. Phys. 52, 377 (2004).      nuclear physics

(Some) classic papers on formalism:
• G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961). 
• G. Baym, Phys. Rev. 127, 1391 (1962).

• L. Hedin, Phys. Rev. 139, A796 (1965).

• J. Schirmer et al., Phys. Rev. A26, 2395 (1982); Phys. Rev. A28, 1237 (1983)



Reach of ab initio methods across the nuclear chart
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○ Since 2000’s
○ SCGF, CC, IMSRG
○ Polynomial scaling

○ Since 2010’s
○ GGF, BCC, MR-IMSRG
○ Polynomial scaling

⦿ Ab initio shell model

○ Since 2014
○ Effective interaction via CC/IMSRG
○ Mixed scaling

2018

○ Since 1980’s

○ Factorial scaling
○ Monte Carlo, CI, …

⦿ “Exact” approaches

⦿ Approximate approaches for open-shells

Evolution of ab initio nuclear chart

⦿ Approximate approaches for closed-shell nuclei

Slide, courtesy of V. Somà

∼2016-

Key developments in SCGF:
Dyson ADC(2), ADC(3)
Schirmer 1982

Dyson ADC(4), ADC(5)
Schirmer 1983 (formalism)

Particle-vibration coupling, FRPA(3)
CB 2000, 2007

Gorkov ADC(2): open shells!
Somà 2011, 2013

3-nucleon forces basic formalism
Carbone, Cipollone 2013

3NFs in Dyson ADC(3)
Raimondi 2018

Gorkov ADC(3) and higher orders (automatic)
Raimoindi, Arthuis 2019

Deformation
???

Symmetry restoration
???
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Ab-initio	Method:	Solve	A-
nucleon	problem	with	

controlled	approximations	

and	systematically	

improvable.		

Realistic:	BEs	within	5%	of	
experiment	 and	starts	from	

NN	+	3NFs

Explosion	of	many-body	methods	(Coupled	 clusters,	Green’s	 function	Monte	

Carlo,	In-Medium	 SRG,	Lattice	EFT,	MCSM,	No-Core	Shell	Model,	Self-Consistent	

Green’s	 Function,	UMOA,	…)

Application	of	ideas	from	EFT	and	renormalization	 group	(Vlow-k,	 Similarity	

Renormalization	 Group,	…)

Trend in realistic ab-initio calculations 

Picture from G. Hagen at al., Nature (2016)

132-138Xe
P. Arthuis, CB, et al.,
Phys. Rev. Lett. 125, 
182501 (2020).



The ab initio problem in Nuclear Physics

Understanding nuclei 
and their reactions

…the parameter-free 
way

Theory for the Nuclear
Force (LQCD, EFT, …)

Nucleons and pions ARE
the important d.o.f. 

Many-Fermions problem

- need improvable accuracy
- Common issues to Q. Chem., 

solid state, …

Estimation of errors

Complex nuclear force
(spin, tensor, …)

Three–nucleon forces

Handling pairing 
and degeneracies

Reactions

Deformation

Challenges:

Inputs:



Ab-initio Nuclear Computation & BcDor code 

  From here you can download a public version of my self-consistent Green’s function (SCGF) code for
nuclear physics. This is a code in J-coupled scheme that allows the calculation of the single particle
propagators (a.k.a. one-body Green’s functions) and other many-body properties of spherical nuclei.
   This version allows to:

- Perform Hartree-Fock calculations.
- Calculate the the correlation energy at second order in perturbation theory (MBPT2).
- Solve the Dyson equation for propagators (self consistently) up to second order in the self-energy.
- Solve coupled cluster CCD (doubles only!) equations.

  When using this code you are kindly invited to follow the creative commons license agreement, as
detailed at the weblinks below.  In particular, we kindly ask you to refer to the publications that led the
development of this software.

Relevant references (which can also help in using this code) are:
   Prog. Part. Nucl. Phys. 52, p. 377 (2004),
   Phys. Rev. A76, 052503 (2007),
   Phys. Rev. C79, 064313 (2009),
   Phys. Rev. C89, 024323 (2014).

Welcome

Download

Documentation

 This work is licensed under a Creative Commons Attribution 3.0 Unported License.

Computational Many-Body Physics

Last updated: Wednesday 22nd July, 2015

Carlo Barbieri
Department of Physics, FEPS
University of Surrey
Guildford GU2 7XH
U.K.
E-mail :  C.Barbieri@surrey.ac.uk

Computational Many-Body Physics http://personal.ph.surrey.ac.uk/~cb0023/bcdor/bcdor/Comp_...

1 of 1 23/07/2015 16:20

http://personal.ph.surrey.ac.uk/~cb0023/bcdor/Lecture Notes in Physics 936

Morten Hjorth-Jensen
Maria Paola Lombardo
Ubirajara van Kolck    Editors 

An Advanced 
Course in 
Computational 
Nuclear Physics
Bridging the Scales from Quarks to 
Neutron Stars
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CB and A. Carbone,
chapter 11 of 
Lecture Notes in Physics 936 (2017)

https://github.com/craolus/BoccaDorata-public

Ab-initio Nuclear Computation & BcDor code 



BoccaDorata code:
(C. Barbieri 2006-16
V. Somà 2010-15

A. Cipollone 2011-14)

Code history:

- Provides a C++ class library for handling many-body
propagators (≈40,000  lines, MPI&OpenMP based).

- Allows to solve for nuclear spectral functions, many-body 
propagators, RPA responses, coupled cluster equations and 
effective interaction/charges for the shell model.

new Gorkov formalism for 
open-shell nuclei (at 2nd order)

Three-nucleon forces (≈60 cores, 
35 Gb but on the rise…)
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2006

2010

2012

2013

2014

2016

core functions and FRPA

Coupled clusters equations

RI
KE

N
GS

I

…  applications  … 

shell model charges&interactions (lowest order)

massively parallel…)
Gorkov at 3rd order (will become

Ab-initio Nuclear Computation & BcDor code Ab-initio Nuclear Computation & BcDor code 





Consider a free particle with Hamiltonian

h1 = t + U(r)

the eigenstates and egienenergies are 

The time evolution is

è

with: wave fnct. at t=0
wave fnct. at time t 

Propagating a free particle



Green’s function (=propagator) for a free particle:

Propagating a free particle
po

sit
io

n

time

r1

r1’

r2’
r3’

r2

r3



Propagating a free particle
Green’s function (=propagator) for a free particle:

à states

à energies

Fourier transform 
of the eigenspectrum!

The spectrum of the Hamiltonian is 
separated by the FT because the time 
evolution is driven 
by H:



Definitions of Green‘s functions

• Take a generic the Hamiltonian H and its static Schrödinger equation

• We evolve in time the field operators instead of the wave function by 
using the Heisenberg picture

• (à creation/annihilation of a particle in r at time t)



Definitions of Green‘s functions

• The one body propagator (ºGreen’s function) associated to the ground 
state        is defined as

• with the time ordering operator

• Expand t-dep in operators:                           à

(+ for bosons, 
- for fermions)

adds a particle
removes a particle



Definitions of Green‘s functions
• With explicit time dependence:

r’
r

t’ t

r’
r

t t’

adds a 
particle

removes a 
particle



Definitions of Green‘s functions
• Green’s function can be defined in any single-particle basis (not 

just r or k space). So let’s call {a} a general orthonormal basis 
with wave functions {ua(r)}

• The Heisenberg operators are:

• and



Definitions of Green‘s functions
• In general it is possible to define propagators for more particles and 

different times:

…



Definitions of Green‘s functions
Graphic conventions:

ti
m

e

º gaβ(t>t’)
(quasi)particle

º gaβ(t’>t)
(quasi)hole

a

βa

β

a

gaβ,γδ
4-pt

δ
g

β

t1’

t2’

t1
t2

p; (N+1)-body

p; (N+1)-body

2p 
(N+2)-body



Definitions of Green‘s functions
Graphic conventions:

ti
m

e

º gaβ(t>t’)
(quasi)particle

º gaβ(t’>t)
(quasi)hole

a

βa

β

a

gaβ,γδ
4-pt

δ

g

β

t1’

t2’

t1

t2

p; (N+1)-body

h; (N-1)-body

ph 
N-body



Definitions of Green‘s functions
• With explicit time dependence:

r’
r

t’ t

r’
r

t t’

adds a 
particle

removes a 
particle



Lehmann representation and spectral function
• Expand on the eigenstates of N±1

• à Fourier transform to energy representation…

(- bosons, 
+ fermions)



Lehmann representation and spectral function
The Lehman representation of gaβ(ω) is:

Poles à energy absorbed/released in particle transfer

Residues: particle addition

particle ejected

ß (quasi)particles

ß (quasi)holes



Lehmann representation and spectral function
The Lehman representation of gaβ(ω) is:

To extract the imaginary part:

ß (quasi)particles

ß (quasi)holes

(- bosons, 
+ fermions)



Lehmann representation and spectral function
The spectral function is the Im part of gaβ(ω) 

à Contains the same information as the Lehmann rep.

ß (quasi)particles

ß (quasi)holes

(- bosons, 
+ fermions)



Lehmann representation and spectral function

• gaβ(ω) is fully constrained by its imaginary part:





Why many-body Green’s functions??

• “ab-initio” approach
• hierarchy of equations—can improve 
systematically

• Linked diags à extensivity
• Self-consistency: “no” reference 

•Closely related to spectroscopy 
ßà experiments

•“phonons” as degrees of 
freedomßà phenomenology



Use a probe (ANY probe) to eject the particle we are interested 
to:

Basic idea:
• we know, e, e’ and p 
• “get” energy and momentum of pi: pi = ke’ + kp – ke

Ei = Ee’ + Ep - Ee

Target,  N-body
system N-1 particles

e

e’

pq,w

pi

Better to choose
large transferred 

momentum and weak 
probes!!!

Spectroscopy via knock out reactions - basic idea



Knock-out processes

• Initial state:

• Final state: 

• Probe:  

ß particle flying out, 
better if interacting as little as 
possible with the rest of the 
system 

ß This can be anything: it transfers energy, 
and momentum q to the system; it’s the 
simplest model for such a probe

;



Knock-out processes

• Transition matrix element:

Impulse Approximation (IA) means 
throwing away this part. If the particle is 
ejected with very high momentum 
transfer, it is usually a good 
approximation



Knock-out processes

ß The plane wave approximation 
assumes the  flies out without interacting 
with the rest of the system. This is OK in 
some cases. In others, one has to worry 
about the distortion due to final state 
interactions.



Knock-out processes
• Use the Fermi Golden rule:

• “missing” momentum:
• “missing” energy

• In plane wave impulse approximation (PWIA):

probe

Interpreted as 
energy and 
momentum of 
initial particle!!

PWIA is not always justified, but it is 
all OK for our display purposes:
Can “see” the spectral fnct.!!!



One-hole spectral function
Overlap function:

Spectroscopic factor:

Integrate Sh over p : à spectral strength distribution

Integrate Sh over ω : à momentum distribution

= 1 ,  for free fermions
< 1 ,  for interacting particles 

(correlations!!)



Knock-out processes

So, I can “see” Sh(p,ω):

…does it really work ?!?!?!?

probe

x-sec for scattering on 
a free particle

PWIA is not always justified, but it is 
all OK for our display purposes:
Can “see” the spectralfnct.!!!



electron knock out in atoms by (e,2e)

3
)1(

12)( 22
2/3

1 q
qs +
= pj

Hydrogen 1s wave function
“seen” experimentally
Phys. Lett. 86A, 139 (1981)

HeliumAnd so on for other atoms…

Helium in Phys. Rev. A8, 2494 
(1973)

Hydrogen (1s)



electron knock out in atoms by (e,2e)

Phys. Rep. 27, 275 (1976)

3s,  3p
2s,  2p

1s

18Ar:



Concept of correlations
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Spectral function: distribution of
momentum (pm) and energies (Em)

Saclay data for 16O(e,e’p)
[Mougey et al., Nucl. Phys. A335, 35 (1980)]
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Concept of correlations
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Spectral function: distribution of
momentum (pm) and energies (Em)independent

particle picture

Saclay data for 16O(e,e’p)
[Mougey et al., Nucl. Phys. A335, 35 (1980)]
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Concept of correlations

Em [MeV] 
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eV
/c]

 

10-50
0p1/2
0p3/2
0s1/2

correlations

Spectral function: distribution of
momentum (pm) and energies (Em)independent

particle picture

Saclay data for 16O(e,e’p)
[Mougey et al., Nucl. Phys. A335, 35 (1980)]

Particle-vibration
coupling (PV)

Configuration
interaction
(shell model)
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Green’s functions in many-body theory
One-body Green’s function (or propagator) describes the motion of quasi- particles and 
holes:

…this contains all the structure information probed by nucleon transfer (spectral 
function):

[pic. J. Sadoudi]

Separation energies
and transfer strengths

2

15]. The method has later been applied to atoms and
molecules [12, 16] and recently to 56Ni [17] and 48Ca [18].
The ab initio results of Ref. [18] are in good agreement
with (e, e′p) data for spectroscopic factors from Ref. [19]
and also show that the configuration space needed for the
incorporation of long-range (surface) correlations is much
larger than the space that can be utilized in large-scale
shell-model diagonalizations. In Ref. [20], the FRPA was
employed to calculate proton scattering on 16O and ob-
tain results for phase shifts and low-lying states in 17F.
However, the properties of the self-energy at larger scat-
tering energies which are now of great interest for the
developments of DOM potentials was not addressed. In
particular, one may expect to extract useful information
regarding the functional form of the DOM from a study
of the self-energy for a sequence of calcium isotopes. It
is the purpose of the present work to close this gap. We
have chosen in addition to 40Ca and 48Ca also to include
60Ca, since the latter isotope was studied with a DOM
extrapolation in Refs. [8, 9]. Some preliminary results of
these FRPA calculations for spectroscopic factors were
reported in Ref. [14] but the emphasis in the present work
is on the properties of the microscopically calculated self-
energies. The resulting analysis is intended to provide
a microscopic underpinning of the qualitative features of
empirical optical potentials. Additional information con-
cerning the degree and form of the non-locality of both
the real and imaginary parts of the self-energy will also
be addressed because it is of importance to assess the
current local implementations of the DOM method.
In Sec. II A we introduce some of the basic properties

for the analysis of the self-energy. The ingredients of the
FRPA calculation are presented in Sec. II C. The choice
of model space and realistic nucleon-nucleon (NN) inter-
action are discussed in Sec. III. We present our results
in Sec. IV and finally draw conclusions in Sec. V.

II. FORMALISM

In the Lehmann representation, the one-body Green’s
function is given by

gαβ(E) =
∑

n

⟨ΨA
0 |cα|Ψ

A+1
n ⟩⟨ΨA+1

n |c†β|Ψ
A
0 ⟩

E − (EA+1
n − EA

0 ) + iη

+
∑

k

⟨ΨA
0 |c

†
β|Ψ

A−1
k ⟩⟨ΨA−1

k |cα|ΨA
0 ⟩

E − (EA
0 − EA−1

k )− iη
, (1)

where α, β, ..., label a complete orthonormal basis set
and cα (c†β) are the corresponding second quantization
destruction (creation) operators. In these definitions,
|ΨA+1

n ⟩, |ΨA−1
k ⟩ are the eigenstates, and EA+1

n , EA−1
k

the eigenenergies of the (A ± 1)-nucleon isotope. The
structure of Eq. (1) is particularly useful for our pur-
poses. At positive energies, the residues of the first term,
⟨ΨA+1

n |c†α|Ψ
A
0 ⟩, contain the scattering wave functions for

the elastic collision of a nucleon off the |ΨA
0 ⟩ ground state,

while at negative energies they give information on fi-
nal states of the nucleon capture process. Consequently,
the second term has poles below the Fermi energy (EF )
which carry information about the removal of a nucleon
and therefore clarify the structure of the target state |ΨA

0 ⟩
itself. Green’s function theory provides a natural frame-
work for describing physics both above and below the
Fermi surface in a consistent manner.
The propagator (1) can be obtained as a solution of

the Dyson equation,

gαβ(E) = g(0)αβ (E) +
∑

γδ

g(0)αγ (E)Σ⋆
γδ(E) gδβ(E) , (2)

in which g(0)(E) is the propagator for a free nucleon
(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
developed a formal microscopic theory for the optical po-
tential already in Ref. [21, 22] by projecting the many-
body Hamiltonian on the subspace of scattering states.
It has been proven that if Feshbach’s theory is extended
to a space including states both above and below the
Fermi surface, the resulting optical potential is exactly
the irreducible self-energy Σ⋆(E) [23] (see also Ref. [24]
and Ref. [25] for a shorter demonstration).
The above equivalence with the microscopic optical po-

tential is fundamental for the present study, since the
available knowledge from calculations based on Green’s
function theory can be used to suggest improvements of
optical models. In particular, in the DOM, the dispersion
relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.

A. Self-Energy

For a J = 0 nucleus, all partial waves (ℓ, j, τ) are
decoupled, where ℓ,j label the orbital and total angu-
lar momentum and τ represents its isospin projection.
The irreducible self-energy in coordinate space (for ei-
ther a proton or a neutron) can be written in terms of
the harmonic-oscillator basis used in the FRPA calcula-
tion, as follows:

Σ⋆(x,x′;E) =
∑

ℓjmjτ

Iℓjmj
(Ω,σ)

×

[

∑

na,nb

Rnaℓ(r)Σ
⋆
ab(E)Rnbℓ(r

′)

]

(Iℓjmj
(Ω′,σ′))∗, (3)

where x ≡ r,σ, τ . The spin variable is represented by
σ, n is the principal quantum number of the harmonic
oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nu-
cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),

2
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|ΨA+1

n ⟩, |ΨA−1
k ⟩ are the eigenstates, and EA+1
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the eigenenergies of the (A ± 1)-nucleon isotope. The
structure of Eq. (1) is particularly useful for our pur-
poses. At positive energies, the residues of the first term,
⟨ΨA+1

n |c†α|Ψ
A
0 ⟩, contain the scattering wave functions for

the elastic collision of a nucleon off the |ΨA
0 ⟩ ground state,

while at negative energies they give information on fi-
nal states of the nucleon capture process. Consequently,
the second term has poles below the Fermi energy (EF )
which carry information about the removal of a nucleon
and therefore clarify the structure of the target state |ΨA

0 ⟩
itself. Green’s function theory provides a natural frame-
work for describing physics both above and below the
Fermi surface in a consistent manner.
The propagator (1) can be obtained as a solution of

the Dyson equation,

gαβ(E) = g(0)αβ (E) +
∑

γδ

g(0)αγ (E)Σ⋆
γδ(E) gδβ(E) , (2)

in which g(0)(E) is the propagator for a free nucleon
(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
developed a formal microscopic theory for the optical po-
tential already in Ref. [21, 22] by projecting the many-
body Hamiltonian on the subspace of scattering states.
It has been proven that if Feshbach’s theory is extended
to a space including states both above and below the
Fermi surface, the resulting optical potential is exactly
the irreducible self-energy Σ⋆(E) [23] (see also Ref. [24]
and Ref. [25] for a shorter demonstration).
The above equivalence with the microscopic optical po-

tential is fundamental for the present study, since the
available knowledge from calculations based on Green’s
function theory can be used to suggest improvements of
optical models. In particular, in the DOM, the dispersion
relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.

A. Self-Energy

For a J = 0 nucleus, all partial waves (ℓ, j, τ) are
decoupled, where ℓ,j label the orbital and total angu-
lar momentum and τ represents its isospin projection.
The irreducible self-energy in coordinate space (for ei-
ther a proton or a neutron) can be written in terms of
the harmonic-oscillator basis used in the FRPA calcula-
tion, as follows:
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where x ≡ r,σ, τ . The spin variable is represented by
σ, n is the principal quantum number of the harmonic
oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nu-
cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),
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15]. The method has later been applied to atoms and
molecules [12, 16] and recently to 56Ni [17] and 48Ca [18].
The ab initio results of Ref. [18] are in good agreement
with (e, e′p) data for spectroscopic factors from Ref. [19]
and also show that the configuration space needed for the
incorporation of long-range (surface) correlations is much
larger than the space that can be utilized in large-scale
shell-model diagonalizations. In Ref. [20], the FRPA was
employed to calculate proton scattering on 16O and ob-
tain results for phase shifts and low-lying states in 17F.
However, the properties of the self-energy at larger scat-
tering energies which are now of great interest for the
developments of DOM potentials was not addressed. In
particular, one may expect to extract useful information
regarding the functional form of the DOM from a study
of the self-energy for a sequence of calcium isotopes. It
is the purpose of the present work to close this gap. We
have chosen in addition to 40Ca and 48Ca also to include
60Ca, since the latter isotope was studied with a DOM
extrapolation in Refs. [8, 9]. Some preliminary results of
these FRPA calculations for spectroscopic factors were
reported in Ref. [14] but the emphasis in the present work
is on the properties of the microscopically calculated self-
energies. The resulting analysis is intended to provide
a microscopic underpinning of the qualitative features of
empirical optical potentials. Additional information con-
cerning the degree and form of the non-locality of both
the real and imaginary parts of the self-energy will also
be addressed because it is of importance to assess the
current local implementations of the DOM method.
In Sec. II A we introduce some of the basic properties

for the analysis of the self-energy. The ingredients of the
FRPA calculation are presented in Sec. II C. The choice
of model space and realistic nucleon-nucleon (NN) inter-
action are discussed in Sec. III. We present our results
in Sec. IV and finally draw conclusions in Sec. V.
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(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
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tential already in Ref. [21, 22] by projecting the many-
body Hamiltonian on the subspace of scattering states.
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to a space including states both above and below the
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relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.
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decoupled, where ℓ,j label the orbital and total angu-
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The ab initio results of Ref. [18] are in good agreement
with (e, e′p) data for spectroscopic factors from Ref. [19]
and also show that the configuration space needed for the
incorporation of long-range (surface) correlations is much
larger than the space that can be utilized in large-scale
shell-model diagonalizations. In Ref. [20], the FRPA was
employed to calculate proton scattering on 16O and ob-
tain results for phase shifts and low-lying states in 17F.
However, the properties of the self-energy at larger scat-
tering energies which are now of great interest for the
developments of DOM potentials was not addressed. In
particular, one may expect to extract useful information
regarding the functional form of the DOM from a study
of the self-energy for a sequence of calcium isotopes. It
is the purpose of the present work to close this gap. We
have chosen in addition to 40Ca and 48Ca also to include
60Ca, since the latter isotope was studied with a DOM
extrapolation in Refs. [8, 9]. Some preliminary results of
these FRPA calculations for spectroscopic factors were
reported in Ref. [14] but the emphasis in the present work
is on the properties of the microscopically calculated self-
energies. The resulting analysis is intended to provide
a microscopic underpinning of the qualitative features of
empirical optical potentials. Additional information con-
cerning the degree and form of the non-locality of both
the real and imaginary parts of the self-energy will also
be addressed because it is of importance to assess the
current local implementations of the DOM method.
In Sec. II A we introduce some of the basic properties

for the analysis of the self-energy. The ingredients of the
FRPA calculation are presented in Sec. II C. The choice
of model space and realistic nucleon-nucleon (NN) inter-
action are discussed in Sec. III. We present our results
in Sec. IV and finally draw conclusions in Sec. V.

II. FORMALISM

In the Lehmann representation, the one-body Green’s
function is given by

gαβ(E) =
∑

n

⟨ΨA
0 |cα|Ψ

A+1
n ⟩⟨ΨA+1

n |c†β|Ψ
A
0 ⟩

E − (EA+1
n − EA

0 ) + iη

+
∑

k

⟨ΨA
0 |c

†
β|Ψ

A−1
k ⟩⟨ΨA−1

k |cα|ΨA
0 ⟩

E − (EA
0 − EA−1

k )− iη
, (1)

where α, β, ..., label a complete orthonormal basis set
and cα (c†β) are the corresponding second quantization
destruction (creation) operators. In these definitions,
|ΨA+1

n ⟩, |ΨA−1
k ⟩ are the eigenstates, and EA+1

n , EA−1
k

the eigenenergies of the (A ± 1)-nucleon isotope. The
structure of Eq. (1) is particularly useful for our pur-
poses. At positive energies, the residues of the first term,
⟨ΨA+1

n |c†α|Ψ
A
0 ⟩, contain the scattering wave functions for

the elastic collision of a nucleon off the |ΨA
0 ⟩ ground state,

while at negative energies they give information on fi-
nal states of the nucleon capture process. Consequently,
the second term has poles below the Fermi energy (EF )
which carry information about the removal of a nucleon
and therefore clarify the structure of the target state |ΨA

0 ⟩
itself. Green’s function theory provides a natural frame-
work for describing physics both above and below the
Fermi surface in a consistent manner.
The propagator (1) can be obtained as a solution of

the Dyson equation,

gαβ(E) = g(0)αβ (E) +
∑

γδ

g(0)αγ (E)Σ⋆
γδ(E) gδβ(E) , (2)
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(moving only with its kinetic energy). Σ⋆(E) is the irre-
ducible self-energy and represents the interaction of the
projectile (ejectile) with the target nucleus. Feshbach,
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optical models. In particular, in the DOM, the dispersion
relation obeyed by Σ⋆(E) is used to reduce the number of
parameters and to enforce the effects of causality. Thus
the DOM potentials can also be thought of as a repre-
sentation of the nucleon self-energy.
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For a J = 0 nucleus, all partial waves (ℓ, j, τ) are
decoupled, where ℓ,j label the orbital and total angu-
lar momentum and τ represents its isospin projection.
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cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),
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]

(Iℓjmj
(Ω′,σ′))∗, (3)

where x ≡ r,σ, τ . The spin variable is represented by
σ, n is the principal quantum number of the harmonic
oscillator, and a ≡ (na, ℓ, j, τ) (note that for a J = 0 nu-
cleus the self-energy is independent ofmj). The standard
radial harmonic-oscillator function is denoted by Rnℓ(r),

[CB, M.Hjorth-Jensen, Pys. Rev. C79, 064313 (2009); CB, Phys. Rev. Lett. 103, 202502 (2009)]

Sh
ab(!) =

1

⇡
Im gab(!)

Example of spectral function 56Ni



Expectation values
• Take the Hamiltonian,

• (or any 1- and 2-body operators). The g.s. expectation 
values are:

one-body
density matrix

two-body
density matrix



Total Energy – Koltun rum rule

Migdal-Galitski-Koltun sum rule:

• The time evolution of a Heisenberg operator is:

• with:

• Hence:
It is exaxct for 1- and 2-body 

interactions only!!!
(3-body forces require a correction)





Dyson equation

• Diagrammatically:

= + S« +

S«

= + +S«

S«

S«

S«

S«

S«

+ …

S«

S«

S«

+



Different forms for the self-energy

Dyson equation 

ß if Г4-pt is approximated in 
such a way that these two are 
equivalent, then conservation 
laws are fulfilled.
ßThe exact Г4-pt depends of 4 
times variables  

ß R2p1h is specialized to 
two-times only!



Irreducible 2p1h/2h1p propagator
Graphic representation of the 2p1h/2h1p irreducible 
propagator R(ω):

g2p1h-1p

a β γ

g1p-2p1h

µ ν λ

a β γ

µ ν λ

g2p1h

a β γ

µ ν λ

R(2p1h/2h1p) = -

Propagation of 3 
excitations

Subtract the 
contribution in 
which a particle-
hole anihilate each 
other à The Dyson 
equation will 
account for it!



Approximations for the Self-energy
Diagrams of some common approximations for the
self- energy:

- 2nd

- ph “rings”

- pp “ladders”

- R2p1h

GW approach;
particle-vibration 
coupling

Pairing-like effects;
Used for nuclear 
matter

This is the most 
complete, including

both pp and ph 
correlations and 

their interference

Keep in mind 
that in certain 

cases these two 
interfere and 
should not be 

used separately 
from each 

other…



Approaches to compute the irreducible self-energy:

• Use PT è Feynman diagram expansion

• Equation of Motion method 
è Leads to important concepts:

- self consistency
- all-order summations
- conservation theorems

• Algebraic diagrammatic constructions ADC(3)
è typically the working approach 

for most finite systems



Dyson equation

• The reducible self-energy sums        to all orders,

• Then:



Conservation laws

• Macroscopic quantities can be calculated from the single 
particle propagator:

• particle number

• tot. momentum

• angular momentum

• energy



• There exist two-different forms of the Dyson equation:

• è One usually chooses an approximation for Г and then builds an 
approximation of          !!!!

Conservation laws



• Theorem (Baym, Kadanoff 1961):

• Assume that the propagator gaβ(t-t’) solves both forms of the Dyson 
equation (that means        =        ) and Гaβ,γδ =Г βa,δγ. Then <N>, <P>, <L> and 
<E> calculated with gaβ(t-t’) are all conserved:

[G. Baym and L. P. Kadanoff, Phys. Rev. 124, 287 (1961)





Adiabatic theorem and perturbations
Assume that the Hamiltonian splits in two parts, one 
component ( ) can be solved exactly but not the full 
Hamiltonian:

If the second part (     ) is small, we can treat it as a small 
correctionà perturbation theory.

The complete propagator requires the Heisenberg evolution 
for the full H:

,

but we can handle only      . Thus, evolve operators according 
to       and compensate for the missing part (     ) evolving the 
wave function à This is the Interaction (or Dirac) picture.



Feynman diagram rules
Graphic conventions:

a

β

δ
β

γ
a

g4-pt

a

δ

β γ
…

…

a

β

a

β



Feynman diagram rules
Rules in frequency representation
1. Write all connected and topologically equivalent diagrams—and only 

those.
2. At every propagator line one must associate an energy going in the 

direction of the arrow (energy must be conserved at each vertex)
3. Each single line w/ an arrow, contributes              running from β to a (w

gets a – sign if it goes against the arrow)
4. Each closed circle contributes a density matrix        (no      factor!)
5. Each two-body interaction line contributes
6. Each external field line contributes    
7. An extra -1 for each closed circuit (density matrix loops excluded)
8. Sum (integrate) over all coordinate and integrate over all independent 

frequencies (with a 1/2p factor for each integration)
9. IF           are antisymmtrized matrix elements, and extra factor ½ is 

required for each pair of equivalent lines.
10. Add final factor     is to get G(t-t`) .



Example of using Feynman diagram rules
Calculating the second order self-energy:

β

µ

a

ν

λ

κ
γ

ζ

Repeated greek indices 
are implicitly summed



Example of using Feynman diagram rules
Calculating the second order self-energy:

Using the Cauchy theorem, only term with at least one pole on each 
side of the real axis contribute:



Example of using Feynman diagram rules
Calculating the second order self-energy:

β

µ

a

ν
λ

κ
γ

ζ



Example of using Feynman diagram rules
Calculating the second order self-energy:

Repeated greek indices 
are implicitly summed



Calculating the second order self-energy:

Example of using Feynman diagram rules

β
µ

a

ν
λ

κ
γ

ζ





Algebraic Diagrammatic Construction method at order n
– ADC(n)

See J. Schirmer and collaborators.:

Phys. Rev. A26, 2395 (1982)
Phys. Rev. A28, 1237 (1983)

CB and A. Carbone, chapter 11 of 
Lecture Notes in Physics 936 (2017) 

Prescription:  write all the possible Feynman diagrams 
up to order n , then add minimal corrections and     
all-order summations  to guarantee the correct 
spectral representation of the self energy.



Basel

11 Self-consistent Green’s function approaches 457

a) b) c)

Fig. 11.5 The three simplest skeleton and interaction-irreducible diagrams contributing to the self-energy at
third order. All these terms involve intermediate state configurations of at most 2p1h and 2h1p. The first two
contain only two-nucleon interactions and are the first terms in the resummation of ladders [diagram a)] and
rings [diagram b)]. The diagram c) is the first contribution containing an irreducible three-nucleon interaction.
All the remaining 14 diagrams at third order require explicit three-body interactions and ISCs with 3p2h and
3h2p excitations [33,36].

The expansion of the self-energy at second order in perturbation theory trivially satisfies
Eq. (11.27). In the results of Eq. (11.25), the sums over r and s can be taken to run over
ordered configurations r ⌘ {n1 < n2,k3} and s ⌘ {k1 < k2,n3}. Because of the Pauli principle, the
half residues of each pole are antisymmetric with respect to exchanging two quasiparticle or
two quasihole indices. Therefore the constraints n1 < n2 and k1 < k2 can be imposed to avoid
counting the same configurations twice. Thus, we can identify the expressions for the residues
and poles as follows:

Mr,a = X
n1
µ X

n2
n Y

k3
l Vµn ,al (11.28a)

E>
r,r0 = diag

⇣
e+

n1
+ e+

n2
� e�

k3

⌘
(11.28b)

Cr,r0 = 0 (11.28c)

and

Na,s = Val ,µn Y
k1
µ Y

k2
n X

n3
l (11.29a)

E<
s,s0 = diag

⇣
e�

k1
+ e�

k2
� e+

n3

⌘
(11.29b)

Ds,s0 = 0 , (11.29c)

where the factor 1/2 from Eq. (11.25) disappears because we restricted the sums to triplets
of indices where n1 < n2 and k1 < k2. As we will discuss in the next section, Eqs. (11.28) and
(11.29) define the algebraic diagrammatic method at second order [ADC(2)].

Unfortunately, S ?(w) loses its analytical form of Eq. (11.27) as soon as one moves to higher
orders in perturbation theory. To demonstrate this, let us calculate the contribution of the
third-order ‘ladder’ diagram of Fig. 11.5a). By exploiting the Feynman rules and Eq. (11.21)
we obtain:

S (3,ld)
ab (w) = �

i3

4

Z dw1

2p

Z dw2

2p

Z dw3

2p
Vas ,gd ggg 0(w +w3 �w1)gdd 0(w1)Vg 0d 0,µ 0n 0

⇥ gµ 0µ(w +w3 �w2)gn 0n(w2)Vµn ,bl gls (w3)

=
1
4

Z dw3

2pi
Vas ,gd GII, f

gd ,g 0d 0(w +w3) Vg 0d 0,µ 0n 0 GII, f
µ 0n 0,µn(w +w3)Vµn ,bl gls (w3)
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Fig. 11.4 Second-order interaction-irreducible contributions to the self-energy arising from both two- and
three-nucleon forces. The diagram depending on the effective two-body interactions (left) also shows the
indices and labels that are used for calculating its contribution in example 11.2.

in the calculations and to generate effective in-medium interactions. More importantly, the
formalism is such that all symmetry factors are guaranteed to be correct and no diagram is
over-counted [33]. Eqs. (11.17) can be seen as a generalization of the normal ordering of the
Hamiltonian with respect to the reference state |FA

0 i discussed in chapter 8. However, these
contractions go beyond normal ordering because they are performed with respect to the
exact correlated density matrices. To some extent, one can intuitively think of the effective
Hamiltonian eH1 as being ordered with respect to the interacting many-body ground-state
|Y A

0 i, rather than the non-interacting |FA
0 i.

Since the static self-energy does not propagate any intermediate excitations, it can only re-
ceive contribution when the incoming and outgoing lines of a Feynman diagram are attached
to the same interaction vertex. Thus, by definition, S (•) must include the one body term in bH1
plus any higher order interaction that are reduced to effective one-body interactions, hence:

eUab = �Uab + S (•)
ab , (11.19)

which defines S (•) by comparison with Eq. (11.17a). The two terms that contribute to S (•)

represent extensions of the Hartree-Fock (HF) potentials to correlated ground states. The
correlated Hartree-Fock potential from bV is the only effective operator when just two-body
forces are present. In this case there is very little gain in using the concept of the effective
Hamiltonian (11.16). However, with three-body interactions, additional effective interaction
terms appear in both eU and eV . From Eq. (11.19) we see that the perturbative SCGF expan-
sion of the eH1 Hamiltonian has only one (1PI, skeleton and interaction-irreducible) term at
first order. The first contributions to eS(w) appear at second order with the two diagrams
in Fig. 11.4. Expanding with respect to bH1, there would have been five diagrams instead of
only the two interaction-irreducible ones shown in Fig. 11.4. These diagrams indeed have a
proper Lehmann representation (see example 11.2 below and problem 11.2) and propagate
intermediate state configurations (ISCs) of type 2-particle 1-hole (2p1h), 2h1p, 3p2h, etc... At
third order, eH1 generates 17 SCGF diagrams two of which contain only two-body interactions.
The simplest of these, that involve at most 2p1h and 2h1p ISCs, are shown in Fig. 11.5. All
interaction-irreducible contributions to the proper self-energy up to third order in perturba-
tion theory are discussed in details in Ref. [33].

Example 11.1. Calculate the Feynman-Galitskii propagator, GII, f (t), that corresponds to the
propagation of two particles or two holes that do not interact with each other.

This is the lowest order approximation to the two-times and two-body propagator which
evolves two particle from states a and b to states g and d after a time t > 0, or two holes

1st order

2nd order

3rd order

Simple Hartree-Fock,
or mean-field approach



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3)

We consider a generic reference propagator that is used 
to expand the self-energy:

with
8
>>>><

>>>>:

Xn
↵ ⌘ h A+1

n |a†↵| A
0 i

"
+
n ⌘ E

A+1
n � E

A
0

E
A+1
n | A+1

n i = H
(ref)| A+1

n i

In general, this could be and unperturbed propagator (for which                   ,    
, etc… ), an Hartree-Fock propagator or even fully dressed

propagator.

H
(ref)=H0

Xn
↵ = �n,↵�n2F

g(ref)↵� (!) =
X

n

(Xn
↵ )

⇤Xn
�

! � "+n + i⌘
+

X

k

Yk
↵(Yk

� )
⇤

! � "�k � i⌘

8
>>>><

>>>>:

Yk
↵ ⌘ h A�1

k |a↵| A
0 i

"
�
k ⌘ E

A
0 � E

A�1
k

E
A�1
k | A�1

k i = H
(ref)| A�1

k i



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3)

The most general form of the irreducible self-energy is:

where:

⌃?
↵,�(!) = ⌃1

↵,� +
X

i j

M†
↵i


1

! � (Efw +C) + i⌘

�

i j

Mj�

+
X

r p

N†
↵r


1

! � (Ebk +D)� i⌘

�

r p

Np�

i, j �! label 2p1h, 3p2h, 4p3h, ... excitations

r, p �! label 2h1p, 3h2p, ... excitations



Working eqs. for ADC(2) / ext-ADC(2) / ADC(3)

The Dyson eq. is the solved by diagonalizing

with the normalization condition

One then identifies:    that 
yield the new

propagator and 

spectral function

"
±

0

BBBBBBBB@

~Z
±

~W

~U

1

CCCCCCCCA

=

0

BBBBBBBB@

H0 +⌃1 M† N†

M diag(Efw) +C

N diag(Ebk) +D

1

CCCCCCCCA

0

BBBBBBBB@

~Z
±

~W

~U

1

CCCCCCCCA

(~Z±)† ~Z± + ~W † ~W + ~U† ~U = 1

(~Z+n)↵ ! Xn
↵

(~Z�k)↵ ! Yk
↵



Working eqs. for ADC(2)

The dressed 1st and  2nd order diagrams are:

and

⌃cHF

↵�
=

Z

C"

d!

2⇡i
v↵�,�� g

(ref)
��

(!) =
X

k

v↵�,�� Yk

�
(Yk

�
)⇤

⌃1
↵�

= = �U↵� + ⌃cHF

↵�

⌃(2)
↵�(!) =

Repeated greek indices 
are implicitly summed

1

2

X

n1,n2,k

v↵�,µ⌫ (Xn1
µ Xn2

⌫ Yk
�)

⇤ Xn1
µ0 Xn2

⌫0 Yk
�0 vµ0⌫0,��0

! � ("+n1 + "+n2 � "�k ) + i⌘

+
1

2

X

k1,k2,n

v↵�,µ⌫ Yk1
µ Yk2

⌫ Xn
� (Yk1

µ0 Yk2
⌫0 Xn

�0)⇤ vµ0⌫0,��0

! � ("�k1
+ "�k2

� "+n ) + i⌘
Goldstone 
diagrams



Working eqs. for ADC(2)

From the previous diagrams, one extracts the matrix 
elements that define ADC(2):

(H0 + ⌃
1)↵� = (T + U)↵� + (�U + ⌃

cHF )↵�

= t↵� +
X

k

v↵�,�� Yk
� (Yk

� )
⇤

Note that the auxiliary potential U (that defines the unperturbed
propagator) cancels out from the Dyson equation!

Any repeated indices 
are implicitly summed

M(n1,n2,k),↵ =
1p
2
Xn1

µ Xn2
⌫ Yk

� vµ⌫,↵�

Efw
n1,n2,k

= "+n1
+ "+n2

� "�k

C = 0

N(k1,k2,n),↵ =
1p
2
(Yk1

µ Yk2
⌫ Xn

� )
⇤ vµ⌫,↵�

Ebk
k1,k2,n = "�k1

+ "�k2
� "�n

D = 0



Working eqs. for ext-ADC(2)

Extend the ADC(2) by inserting pp-, hh-, and ph-
summations (ladders and rings):

this leads to contributions of the form:

+ +… +…�! …

�! V
1

! � E2p1h
V + V

1

! � E2p1h
V

1

! � E2p1h
V

+ V
1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V

+ V
1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V

1

! � E2p1h
V + . . .



Working eqs. for ext-ADC(2)

Expand the self-energy in the inter-particle interaction. Both 
the M, N matrices have leading contributions at first order
in V: 

While C and D are only at 1st order in V. This leads to 
contributions of the form:

èfrom here one reads the minimal approximation to C needed 
to reproduce the 3rd order diagram. Then the full ladder and 
ring summation come automatically, for free!

M† 1

! � (E +C)
M �! M1† 1

! � E
M1

+M2† 1

! � E
M1+M1† 1

! � E
M2+M1† 1

! � E
C

1

! � E
M1

+M3† 1

! � E
M1+M2† 1

! � E
M2+M1† 1

! � E
C

1

! � E
C

1

! � E
M1+

M = M1(v1) +M2(v2) +M3(v3) + . . .

N = N1(v1) +N2(v2) +N3(v3) + . . .



Working eqs. for ext-ADC(2)

The matrices for the extended-ADC(2) equations are the 
same as for ADC(2), except for:

where:

è The full ladder and ring summations are generated by these 
choices of C and D!

hn1n2|v|n4n5i ⌘ Xn1
� Xn2

� v��,µ⌫ (Xn4
µ Xn5

⌫ )⇤

hn1k3|vph|n4k6i ⌘ Xn1
↵ Yk3

� v↵�,�� (Xn4
� Yk6

� )⇤

hk1k2|v|k4k5i ⌘ (Yk1
� Yk2

� )⇤v��,µ⌫ Yk4
µ Yk5

⌫

hk1n3|vph|k4n6i ⌘ (Yk1
↵ Xn3

� )⇤v↵�,�� Yk4
� Xn6

�
Any repeated indices 
are implicitly summed

C(n1,n2,k3),(n4,n5,k6) =
1

2
hn1n2|v|n4n5i�k3,k6+hn1k3|vph|n4k6i�n2,n5+hn2k3|vph|n5k6i�n1,n4

D(k1,k2,n3),(k4,k5,n6) = �1

2
hk1k2|v|k4k5i�n3,n6�hk1n3|vph|k4n6i�k2,k5�hk2n3|vph|k5n6i�k1,k4



Working eqs. For ADC(3)
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a) b) c)

Fig. 11.5 The three simplest skeleton and interaction-irreducible diagrams contributing to the self-energy at
third order. All these terms involve intermediate state configurations of at most 2p1h and 2h1p. The first two
contain only two-nucleon interactions and are the first terms in the resummation of ladders [diagram a)] and
rings [diagram b)]. The diagram c) is the first contribution containing an irreducible three-nucleon interaction.
All the remaining 14 diagrams at third order require explicit three-body interactions and ISCs with 3p2h and
3h2p excitations [33,36].

The expansion of the self-energy at second order in perturbation theory trivially satisfies
Eq. (11.27). In the results of Eq. (11.25), the sums over r and s can be taken to run over
ordered configurations r ⌘ {n1 < n2,k3} and s ⌘ {k1 < k2,n3}. Because of the Pauli principle, the
half residues of each pole are antisymmetric with respect to exchanging two quasiparticle or
two quasihole indices. Therefore the constraints n1 < n2 and k1 < k2 can be imposed to avoid
counting the same configurations twice. Thus, we can identify the expressions for the residues
and poles as follows:

Mr,a = X
n1
µ X

n2
n Y

k3
l Vµn ,al (11.28a)

E>
r,r0 = diag

⇣
e+

n1
+ e+

n2
� e�

k3

⌘
(11.28b)

Cr,r0 = 0 (11.28c)

and

Na,s = Val ,µn Y
k1
µ Y

k2
n X

n3
l (11.29a)

E<
s,s0 = diag

⇣
e�

k1
+ e�

k2
� e+

n3

⌘
(11.29b)

Ds,s0 = 0 , (11.29c)

where the factor 1/2 from Eq. (11.25) disappears because we restricted the sums to triplets
of indices where n1 < n2 and k1 < k2. As we will discuss in the next section, Eqs. (11.28) and
(11.29) define the algebraic diagrammatic method at second order [ADC(2)].

Unfortunately, S ?(w) loses its analytical form of Eq. (11.27) as soon as one moves to higher
orders in perturbation theory. To demonstrate this, let us calculate the contribution of the
third-order ‘ladder’ diagram of Fig. 11.5a). By exploiting the Feynman rules and Eq. (11.21)
we obtain:

S (3,ld)
ab (w) = �

i3

4

Z dw1

2p

Z dw2

2p

Z dw3

2p
Vas ,gd ggg 0(w +w3 �w1)gdd 0(w1)Vg 0d 0,µ 0n 0

⇥ gµ 0µ(w +w3 �w2)gn 0n(w2)Vµn ,bl gls (w3)

=
1
4

Z dw3

2pi
Vas ,gd GII, f

gd ,g 0d 0(w +w3) Vg 0d 0,µ 0n 0 GII, f
µ 0n 0,µn(w +w3)Vµn ,bl gls (w3)
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a) b)

Fig. 11.4 Second-order interaction-irreducible contributions to the self-energy arising from both two- and
three-nucleon forces. The diagram depending on the effective two-body interactions (left) also shows the
indices and labels that are used for calculating its contribution in example 11.2.

in the calculations and to generate effective in-medium interactions. More importantly, the
formalism is such that all symmetry factors are guaranteed to be correct and no diagram is
over-counted [33]. Eqs. (11.17) can be seen as a generalization of the normal ordering of the
Hamiltonian with respect to the reference state |FA

0 i discussed in chapter 8. However, these
contractions go beyond normal ordering because they are performed with respect to the
exact correlated density matrices. To some extent, one can intuitively think of the effective
Hamiltonian eH1 as being ordered with respect to the interacting many-body ground-state
|Y A

0 i, rather than the non-interacting |FA
0 i.

Since the static self-energy does not propagate any intermediate excitations, it can only re-
ceive contribution when the incoming and outgoing lines of a Feynman diagram are attached
to the same interaction vertex. Thus, by definition, S (•) must include the one body term in bH1
plus any higher order interaction that are reduced to effective one-body interactions, hence:

eUab = �Uab + S (•)
ab , (11.19)

which defines S (•) by comparison with Eq. (11.17a). The two terms that contribute to S (•)

represent extensions of the Hartree-Fock (HF) potentials to correlated ground states. The
correlated Hartree-Fock potential from bV is the only effective operator when just two-body
forces are present. In this case there is very little gain in using the concept of the effective
Hamiltonian (11.16). However, with three-body interactions, additional effective interaction
terms appear in both eU and eV . From Eq. (11.19) we see that the perturbative SCGF expan-
sion of the eH1 Hamiltonian has only one (1PI, skeleton and interaction-irreducible) term at
first order. The first contributions to eS(w) appear at second order with the two diagrams
in Fig. 11.4. Expanding with respect to bH1, there would have been five diagrams instead of
only the two interaction-irreducible ones shown in Fig. 11.4. These diagrams indeed have a
proper Lehmann representation (see example 11.2 below and problem 11.2) and propagate
intermediate state configurations (ISCs) of type 2-particle 1-hole (2p1h), 2h1p, 3p2h, etc... At
third order, eH1 generates 17 SCGF diagrams two of which contain only two-body interactions.
The simplest of these, that involve at most 2p1h and 2h1p ISCs, are shown in Fig. 11.5. All
interaction-irreducible contributions to the proper self-energy up to third order in perturba-
tion theory are discussed in details in Ref. [33].

Example 11.1. Calculate the Feynman-Galitskii propagator, GII, f (t), that corresponds to the
propagation of two particles or two holes that do not interact with each other.

This is the lowest order approximation to the two-times and two-body propagator which
evolves two particle from states a and b to states g and d after a time t > 0, or two holes

1st order

2nd order

3rd order

Simple Hartree-Fock,
or mean-field approach



Working eqs. For ADC(3)

Requiring that ALL 3rd order Goldstone diagrams are 
included requires to also extending the coupling matrices:

. . .+ M2† 1

! � E
M1 + M1† 1

! � E
C

1

! � E
M1 +M1† 1

! � E
M2 + . . .

11 Self-consistent Green’s function approaches 457

a) b) c)

Fig. 11.5 The three simplest skeleton and interaction-irreducible diagrams contributing to the self-energy at
third order. All these terms involve intermediate state configurations of at most 2p1h and 2h1p. The first two
contain only two-nucleon interactions and are the first terms in the resummation of ladders [diagram a)] and
rings [diagram b)]. The diagram c) is the first contribution containing an irreducible three-nucleon interaction.
All the remaining 14 diagrams at third order require explicit three-body interactions and ISCs with 3p2h and
3h2p excitations [33,36].

The expansion of the self-energy at second order in perturbation theory trivially satisfies
Eq. (11.27). In the results of Eq. (11.25), the sums over r and s can be taken to run over
ordered configurations r ⌘ {n1 < n2,k3} and s ⌘ {k1 < k2,n3}. Because of the Pauli principle, the
half residues of each pole are antisymmetric with respect to exchanging two quasiparticle or
two quasihole indices. Therefore the constraints n1 < n2 and k1 < k2 can be imposed to avoid
counting the same configurations twice. Thus, we can identify the expressions for the residues
and poles as follows:

Mr,a = X
n1
µ X

n2
n Y

k3
l Vµn ,al (11.28a)

E>
r,r0 = diag

⇣
e+

n1
+ e+

n2
� e�

k3

⌘
(11.28b)

Cr,r0 = 0 (11.28c)

and

Na,s = Val ,µn Y
k1
µ Y

k2
n X

n3
l (11.29a)

E<
s,s0 = diag

⇣
e�

k1
+ e�

k2
� e+

n3

⌘
(11.29b)

Ds,s0 = 0 , (11.29c)

where the factor 1/2 from Eq. (11.25) disappears because we restricted the sums to triplets
of indices where n1 < n2 and k1 < k2. As we will discuss in the next section, Eqs. (11.28) and
(11.29) define the algebraic diagrammatic method at second order [ADC(2)].

Unfortunately, S ?(w) loses its analytical form of Eq. (11.27) as soon as one moves to higher
orders in perturbation theory. To demonstrate this, let us calculate the contribution of the
third-order ‘ladder’ diagram of Fig. 11.5a). By exploiting the Feynman rules and Eq. (11.21)
we obtain:

S (3,ld)
ab (w) = �

i3

4

Z dw1

2p

Z dw2

2p

Z dw3

2p
Vas ,gd ggg 0(w +w3 �w1)gdd 0(w1)Vg 0d 0,µ 0n 0

⇥ gµ 0µ(w +w3 �w2)gn 0n(w2)Vµn ,bl gls (w3)

=
1
4

Z dw3

2pi
Vas ,gd GII, f

gd ,g 0d 0(w +w3) Vg 0d 0,µ 0n 0 GII, f
µ 0n 0,µn(w +w3)Vµn ,bl gls (w3)
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Requiting that ALL 3rd order Goldstone diagrams are included requires 
to also extending the coupling matrices:

p
(2)N(k1,k2,n),↵ = (Yk1

µ Yk2
⌫ Xn

� )
⇤ vµ⌫,↵� +

(Yk1
� Yk2

⇢ )⇤v�⇢,��(Xn7
� Xn8

� )⇤

2("�k1
+ "�k2

� "+n7 � "+n8)
Xn7

µ Xn8
⌫ Xn

� vµ⌫,↵�

+
(Yk2

� Xn
⇢ )

⇤v��,⇢�(Xn5
� Yk6

� )⇤
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� "+n + "�k6
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µ )⇤Xn5
⌫ Yk6
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� Xn
⇢ )

⇤v��,⇢�(Xn5
� Yk6

� )⇤

("�k1
� "+n + "�k6
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(Yk2
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p
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µ Xn2
⌫ Yk
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Xn1

� Xn2
⇢ v�⇢,��Yk7

� Yk8
�
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(Yk7

µ Yk8
⌫ )⇤Yk
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Yk
�Xn2

⇢ v⇢�,��Yk5
� Xn6

�
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Xn1
µ (Yk5

⌫ Xn6
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Yk
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⇢ v⇢�,��Yk5
� Xn6

�

("�k � "+n1 + "�k5
� "+n6)

Xn2
µ (Yk5

⌫ Xn6
� )⇤ vµ⌫,↵�



Beyond ADC(3)…

The general strategy is: expand the self-energy in 
Feynman/Goldstone diagrams up to order n and the compare to the 
minimal expansion in terms of matrices C, D and M, N.

For ADC(4), also 3p2h/3h2p intermediate states appear:
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Fig. 11.7 Correlation energy for the pairing Hamiltonian of Eq. (11.50) as a function of the coupling g,
obtained for different ADC(n) approximations to the self-energy and in the sc0 scheme. The dotted, dot-
dashed, short dashed and full lines are all obtained from the HF reference of Eq. (11.52) and show successive
approximations of the ADC(n) hierarchy [respectively: ADC(2), 2p1h-TDA, ADC(3) and ADC(3)-D]. The long
dashed line is the same ADC(3) truncation but based on the unperturbed reference propagator of Eq. (11.51).
The purple line shows the exact result calculated from a full configuration interaction diagonalization.

equation by couplings between particles and backward going, 2h1p, terms in the self-energy
(or between holes and the forward 2p1h terms). However, a complete account of them would
require many-body truncations at the ADC(4) level and higher. Remarkably, it is still possible
to reach rather accurate results as demonstrated by Figs. 11.7 and 11.8.

The unperturbed propagator, associated with the bH0 term of Eq. (11.50), is given by

g(0)
psp ,qsq(w) = dpqdsp sq

(

Â
n=3,4

dn p

w � e(0)
n + ih

+ Â
k=1,2

dk p

w � e(0)
k � ih

)
(11.51)

where e(0)
p = x (p � 1) are the unperturbed single particle energies and the gap at the Fermi

surface is E(0)
ph = e(0)

3 � e(0)
2 = x . For this particular model, the unperturbed state is also the

same state that solves the HF equations. Thus, the HF propagator is written exactly in the
same way but with only a shift in the single particle energies of the hole states (see also
Section 8.7.4 and Tab. 8.11):

gHF
psp ,qsq(w) = dpqdsp sq

(

Â
n=3,4

dn p

w � eHF
n + ih

+ Â
k=1,2

dk p

w � eHF
k � ih

)
(11.52)

where

eHF
p =

8
<

:

x (p�1) , for p = 3,4

x (p�1)�g/2 , for p = 1,2
(11.53)
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Fig. 11.8 Correlation energy for the pairing Hamiltonian of Eq. (11.50) as a function of the coupling g,
for different many-body methods discussed in this book. The purple line is the exact results from configu-
ration interaction theory. The results for second-order perturbation theory (MBPT2), for IMSRG(2), for the
CC-corrected ADC(3)-D and for the standard CC with doubles (CCD) are compared. See also Section 10.3.6
for higher truncations of MBPT.

and the particle-hole gap now depends on the coupling constant, EHF
ph = eHF

3 � eHF
2 = x +g/2.

One may chose either of these propagators as the reference state for calculating the ADC(n)
self-energy. However, g(0)(w) will also require additional corrections terms for the interac-
tions matrices C and D, as seen in problem 11.5. In practice, these corrections are already
included in the shifts of Eq. (11.53) and the HF reference is normally a better starting point
for calculating the self-energy.

We now set x = 1 and perform calculations at different levels of approximations in the
ADC(n) approach, by using the gHF(w) as reference (except when indicated) and by calcu-
lating S (•) self-consistently in the sc0 scheme. After solving the Dyson equation, we extract
the ground state energy from the Koltun sum rule (11.11) and calculate the correlation en-
ergy DE = Eg.s. � (2x �g). The result of the ADC(2) equations (11.28) and (11.29) is shown by
the dotted line in Fig. 11.7. The 2p1h-TDA approximation improves upon this by using the
interaction matrices from Eqs. (11.38c) and (11.39c), which resums infinite ladders of 2p and
2h states. However, this brings only a very small improvement to this system. The ADC(3)
approximation gives better results and it is shown for both the g(0)(w) and gHF(w) choices of
the reference state with long dashed and short dashed lines, respectively. Remarkably, these
results depend strongly on the reference state and are much closer to the exact solution for
the g(0)(w) case, which would have been expected to be a poorer choice. Furthermore, gHF(w)
behaves erratically for negative values of g, corresponding to a repulsive pairing interaction
bV . These two calculations differ only in the single particle energies used to calculate the cou-
pling matrices M and N. Such behavior is simply explained by the dependence of EHF

ph on g,
which can make the denominator in Eqs. (11.38c) and (11.39c) very small and causes the
breakdown of the perturbation expansion (11.36). To resolved his problem we substitute the
t(0) of Eq. (11.41) with the converged solution from the CCD equations. The resulting ADC(3)-
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TABLE IV. Ionization energies obtained with Hartree-Fock, second-order perturbation theory for the self-energy (plus the CHF term),
FTDA, and the full Faddeev RPA (in hartrees). All results are extrapolated from the cc-p(C)VQZ and cc-p(C)V5Z basis sets (see Table III).
The deviations from the experiment (indicated in parentheses) and the rms errors are given in mhartrees. The experimental energies are from
Refs. [62–64].

Second Experiment
Hartree-Fock order FTDA FRPA [63,64]

He 1s 0.918(+14) 0.9012(−2.5) 0.9025(−1.2) 0.9008(−2.9) 0.9037
Be2+ 1s 5.6672(+116) 5.6542(−1.4) 5.6554(−0.2) 5.6551(−0.5) 5.6556
Be 2s 0.3093(−34) 0.3187(−23.9) 0.3237(−18.9) 0.3224(−20.2) 0.3426

1s 4.733(+200) 4.5892(+56) 4.5439(+11) 4.5405(+8) 4.533
Ne 2p 0.852(+57) 0.752(−41) 0.8101(+17) 0.8037(+11) 0.793

2s 1.931(+149) 1.750(−39) 1.8057(+24) 1.7967(+15) 1.782
Mg2+ 2p 3.0068(+56.9) 2.9217(−28.2) 2.9572(+7.3) 2.9537(+3.8) 2.9499

2s 4.4827 4.3283 4.3632 4.3589
Mg 3s 0.253(−28) 0.267(−14) 0.272(−9) 0.280(−1) 0.281

2p 2.282(+162) 2.117(−3) 2.141(+21) 2.137(+17) 2.12
Ar 3p 0.591(+12) 0.563(−16) 0.581(+2) 0.579(≈ 0) 0.579

3s 1.277(+202) 1.111(+36) 1.087(+12) 1.065(−10) 1.075
3s 1.840 1.578 1.544

σrms [mH] 81.4 29.3 13.7 10.6

FRPA explains at least 99% of the correlation energies, and
all calculations, including CCSD, agree with the experiment
within the uncertainty expected from basis extrapolation. For
Z ! 10, the inclusion of RPA correlations predicts about 5 mH
more binding than the corresponding FTDA. The atom of Be
is the only exception to this trend, as already noted above. In
this case the 9 mH difference between FRPA and CCSD is
seen also in the basis limit. Based on the agreement between
FCI and CCSD in Table I, the remaining discrepancy with the
experiment (≈15 mH) may be due to the basis set employed,
which is probably not capable of accommodating the relevant
correlation effects. We have attempted FRPA calculations with
the aug-cc-pVXZ bases to allow for a better description of
the valence orbits but without any appreciable change in the
results.

The Ne atom was also computed in the FRPA approach by
using a Hartree-Fock basis with a discretized continuum [36].
The basis set was chosen to be as large as possible to approach
the basis-set limit for IEs and EAs but was not optimized for
treating core orbits. The total binding energy obtained was
128.888 H, away from both the basis-set limit of Table III and
the experiment.

Ionization energies are shown in Table IV, together with
the predictions from Hartree-Fock theory and the second-order
self-energy [obtained by retaining only the first two diagrams
of Fig. 1(b)]. Second-order corrections account for a large part
of correlations but still lead to sizable errors. The additional
correlations included in the present calculations appear to
reduce this error substantially. The FTDA [i.e. ADC(3)]
results give a measure of the importance of a treatment
that is consistent with at least third-order perturbation theory
[13]. Corrections are particularly large for states with higher
ionization energies, where the density of 2h1p states is
increased. Since configuration mixing among these states
is not introduced by strict second-order perturbation theory,
calculations at least at the level of FTDA are required in these
cases. Configuration mixing among the 2h1p states reduces

the errors in the 1s state in Be by a factor of 5. Another
effect is the fragmentation of the 3s orbit of Ar. Second-order
calculations predict this as a quasiparticle state 36 mH away
from the empirical energy and carrying 0.81 of the total orbit’s
intensity. A small satellite state with relative intensity of 0.10
is calculated at larger separation energies. The mixing with
2h1p configurations corrects the energies of both peaks and
redistributes their strengths more correctly. For the FRPA
calculation the peak at 1.065 H has intensity of 0.61, close
to the experimental values (peak at 1.075 H with intensity
0.55 [62]). The second peak is obtained at 1.544 H and carries
the remaining strength of the original quasiparticle.

Adding the effects of RPA excitations has a larger impact
on ionization than on correlation energies. Almost all the
calculated IEs shift closer to the experimental values by a
few millihartree. The only exceptions are the two-electron He
atom, where the RPA approach tends to overestimate correla-
tions, and the first ionization of Be, where soft excitations tend
to invalidate the RPA. In general, the rms error for the valence
orbits of Table IV decreases from 13.7 to 10.6 mH, passing
from FTDA to FRPA.

The FRPA first and second IEs of the Ne atom computed
using the discretized continuum basis of Ref. [36] are 0.801
and 1.795 H. These are in good agreement with the extrapo-
lations of Table IV and give us further confidence in applying
Eq. (7) also for quasiparticle states.

IV. CONCLUSIONS AND DISCUSSION

We have performed microscopic calculations of total and
ionization energies in order to assess the accuracy of the Fad-
deev RPA approach for light atoms. The FRPA is an expansion
of the many-body self-energy that makes explicit the coupling
between particles and collective excitations arising from
interacting electrons and holes. This formalism completely
includes the ADC(3) theory and retains all contributions from
perturbation theory up to third order, which is crucial for a
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Developments needed for Nuclear physics

Ø Large scale computations of Self-energy ADC(n) - FRPA

Ø Going to open shell isotopes (Gorkov-SCGF)

Ø Need for 3-nucleon forces

Ø Handling strong short-range interactions



Reaching open-0shell nuclei:

The Gorkov GF approach



✺ Successful in medium-mass doubly-magic systems

✺ Faddeev-RPA approximation for the self-energy

Expansion breaks down when pairing instabilities appear
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Gorkov and symmetry breaking approaches

Ø This approach leads to the Gorkov equation (that generalizes Dyson)

V. Somà, T. Duguet, CB, Phys. Rev. C 84, 064317 (2011)
V. Somà, CB, T. Duguet, Phys. Rev. C 87, 011303R (2013)
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Ø Auxiliary many-body state

Introduce a “grand-canonical” potential

minimizes under the constraint

Ø Ansatz

Mixes various particle numbers

4

B. Auxiliary many-body problem

In the presence of pairing effects one can develop an al-
ternative expansion method that accounts in a controlled
fashion for the appearance and destruction of condensed
nucleonic pairs.
Instead of targeting the actual ground state |ΨN

0 ⟩ of
the system, one considers a symmetry breaking state |Ψ0⟩
defined as a superposition of the true ground states of the
(N − 2)-, N -, (N + 2)-, ... particle systems, i.e.

|Ψ0⟩ ≡
even
∑

N

cN |ψN
0 ⟩ , (14)

where cN denote complex coefficients. The sum over even
particle number is said to respect the (even) number-
parity quantum number. Together with such a state, one
considers the grand-canonical-like potential Ω = H−µN ,
with µ being the chemical potential and N the particle-
number operator, in place of H [26]. The state |Ψ0⟩ is
chosen to minimize

Ω0 = ⟨Ψ0|Ω|Ψ0⟩ (15)

under the constraint

N = ⟨Ψ0|N |Ψ0⟩ , (16)

i.e. it is not an eigenstate of the particle number operator
but it has a fixed number of particle on average. Equation
(15), together with the normalization condition

⟨Ψ0|Ψ0⟩ =
even
∑

N

|cN |2 = 1 , (17)

determines coefficients cN , while Eq. (16) fixes the chem-
ical potential µ.
By choosing |Ψ0⟩ as the targeted state the initial prob-

lem of solving the many-body system with N nucleons is
replaced with another problem, whose solution approxi-
mates the initial one. The validity of such an approxi-
mation resides in the degeneracy which characterizes the
ground state of the system. The presence of a condensate
(ideally) implies that pairs of nucleons can be added or
removed from the ground-state of the system with the
same energy cost, independently of N . Such an hypoth-
esis translates into the fact that the binding energies of
the systems with N,N±2, N±4, ... particles differ by 2µ;
i.e. the idealized situation considered here corresponds
to the ansatz that all ground states obtained from the
system with N nucleons by removing or adding pairs of
particles are degenerate eigenstates of Ω such that their
binding energies fulfill

... ≈ EN+2
0 − EN

0 ≈ EN
0 − EN−2

0 ≈ ... ≈ 2µ , (18)

with µ independent of N . If the assumption is valid,
the energy obtained by solving the auxiliary many-body
problem provides the energy of the initial problem as

Ω0 =
∑

N ′

|cN ′ |2ΩN ′

0 ≈ EN
0 − µN , (19)

which follows from Eqs. (15) and (18).

C. Gorkov propagators

In order to access all one-body information contained
in |Ψ0⟩, one must generalize the single-particle propaga-
tor defined in (11) by introducing additional objects that
take into account the formation and destruction of pairs.
One introduces a set of four Green’s functions, known

as Gorkov propagators [27]

i G11
ab(t, t

′) ≡ ⟨Ψ0|T
{

aa(t)a
†
b(t

′)
}

|Ψ0⟩ , (20a)

i G12
ab(t, t

′) ≡ ⟨Ψ0|T {aa(t)āb(t′)} |Ψ0⟩ , (20b)

i G21
ab(t, t

′) ≡ ⟨Ψ0|T
{

ā†a(t)a
†
b(t

′)
}

|Ψ0⟩ , (20c)

i G22
ab(t, t

′) ≡ ⟨Ψ0|T
{

ā†a(t)āb(t
′)
}

|Ψ0⟩ , (20d)

where single-particle operators associated with the dual
basis are as defined in Eq. (1) and where the modified
Heisenberg representation is defined as

aa(t) = a(Ω)
a (t) ≡ exp[iΩt] aa exp[−iΩt] , (21a)

a†a(t) =
[

a(Ω)
a (t)

]†
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and vice versa for g2; i.e. g2 = 1 (g2 = 2) corresponds to
a second particle created in the block of b (annihilated
in the block of b̄). Green’s functions G11 and G22 are
called normal propagators while off-diagonal ones, G12

and G21, are denoted as anomalous propagators.
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B. Auxiliary many-body problem

In the presence of pairing effects one can develop an al-
ternative expansion method that accounts in a controlled
fashion for the appearance and destruction of condensed
nucleonic pairs.
Instead of targeting the actual ground state |ΨN

0 ⟩ of
the system, one considers a symmetry breaking state |Ψ0⟩
defined as a superposition of the true ground states of the
(N − 2)-, N -, (N + 2)-, ... particle systems, i.e.

|Ψ0⟩ ≡
even
∑
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cN |ψN
0 ⟩ , (14)

where cN denote complex coefficients. The sum over even
particle number is said to respect the (even) number-
parity quantum number. Together with such a state, one
considers the grand-canonical-like potential Ω = H−µN ,
with µ being the chemical potential and N the particle-
number operator, in place of H [26]. The state |Ψ0⟩ is
chosen to minimize

Ω0 = ⟨Ψ0|Ω|Ψ0⟩ (15)

under the constraint

N = ⟨Ψ0|N |Ψ0⟩ , (16)

i.e. it is not an eigenstate of the particle number operator
but it has a fixed number of particle on average. Equation
(15), together with the normalization condition

⟨Ψ0|Ψ0⟩ =
even
∑

N
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determines coefficients cN , while Eq. (16) fixes the chem-
ical potential µ.
By choosing |Ψ0⟩ as the targeted state the initial prob-

lem of solving the many-body system with N nucleons is
replaced with another problem, whose solution approxi-
mates the initial one. The validity of such an approxi-
mation resides in the degeneracy which characterizes the
ground state of the system. The presence of a condensate
(ideally) implies that pairs of nucleons can be added or
removed from the ground-state of the system with the
same energy cost, independently of N . Such an hypoth-
esis translates into the fact that the binding energies of
the systems with N,N±2, N±4, ... particles differ by 2µ;
i.e. the idealized situation considered here corresponds
to the ansatz that all ground states obtained from the
system with N nucleons by removing or adding pairs of
particles are degenerate eigenstates of Ω such that their
binding energies fulfill
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ā†a(t)a
†
b(t

′)
}

|Ψ0⟩ , (20c)

i G22
ab(t, t

′) ≡ ⟨Ψ0|T
{

ā†a(t)āb(t
′)
}

|Ψ0⟩ , (20d)

where single-particle operators associated with the dual
basis are as defined in Eq. (1) and where the modified
Heisenberg representation is defined as

aa(t) = a(Ω)
a (t) ≡ exp[iΩt] aa exp[−iΩt] , (21a)

a†a(t) =
[

a(Ω)
a (t)

]†

≡ exp[iΩt] a†a exp[−iΩt] . (21b)

Besides the time dependence and quantum numbers
a and b identifying single-particle states, Gorkov propa-
gators Gg1g2

ab carry two additional labels g1 and g2 that
span Gorkov’s space. When g1 = 1 (g1 = 2) a particle is
annihilated in the block of a (created in the block of ā)
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ā†a(t)āb(t
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ā†a(t)āb(t
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✺ Set of 4 Green’s functions

[Gorkov 1958]

Gorkov equations

[V. Somà, T. Duguet, CB, Pys. Rev. C84, 046317 (2011) ]
Gorkov Green’s functions and equations



✺ 1st order ➟ energy-independent self-energy

✺ 2nd order ➟ energy-dependent self-energy

✺ Gorkov equations eigenvalue problem

V. Somà, CB, T. Duguet, , Phys. Rev. C 89, 024323 (2014)
V. Somà, CB, T. Duguet, Phys. Rev. C 87, 011303R (2013)
V. Somà, T. Duguet, CB, Phys. Rev. C 84, 064317 (2011)

Open-shells: 1st & 2nd order Gorkov diagrams



[V. Somà, T. Duguet, CB, Pys. Rev. C84, 046317 (2011) ]

Espressions for 1st & 2nd order diagrams



with the normalization condition

Energy independent eigenvalue problem

[V. Somà, T. Duguet, CB, Pys. Rev. C84, 046317 (2011) ]
Gorkov equations



Solving for Dyson

The Dyson / Gorkov eq. is the solved by diagonalizing:

"
±

0

BBBBBBBB@

~Z
±

~W

~U

1

CCCCCCCCA

=

0

BBBBBBBB@

H0 +⌃1 M† N†

M diag(Efw) +C

N diag(Ebk) +D

1

CCCCCCCCA

0

BBBBBBBB@

~Z
±

~W

~U

1

CCCCCCCCA

Use a Lanczos reduction for the big part of the matrix:
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Lanczos

Numerical challenge:

Matrix E (is huge and) is diagonal in Gorkov ADC(2)  
but becomes extremely dense in Gorkov-ADC(3) 
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Adding three-nucleon interactions

à application to nuclei
à need new formalism for many-body forces

A. Carbone, A. Cipollone, CB, A. Rios, A. Polls, Phys. Rev. C88, 054326 (2013) 
A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013)
F. Raimondi, CB, Phys. Rev. C97, 054308 (2018)



Ĥnuclear ⇡ T̂ + V
NN
central(r) + . . .+ V

NN
tensor(r)Ŝ12 + . . .+ W

3N
repulsive
FujMiyaz

(r12, r23)

Some key features of the nuclear force

Fundamental features of the nuclear Hamiltonian (and, hence, nuclei):

Symmetric matter:
N ≈ Z

Neutron-rich matter (N ≫ Z):
- Neutron star matter  EoS
- Symmetry energy
- new shell closuresTensor force (p-n)
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Three-nucleon
Force (3NF)

Change of regime from 
stable to dripline isotopes !



Feynman rules with 3NF
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We believe that this extended approach is an interesting
tool to study quantum many-body systems from an ab
initio microscopic point of view. In principle, the framework
provides a coherent description of the correlated, nonpertur-
bative dynamics of systems with many-body interactions. The
generalization to Hamiltonians including N -body forces can
be performed along similar lines. In addition to its academic
interest, advances in interaction-tunable ultracold gases might
require these developments. In nuclear physics, the importance
of 4BFs, either bare or induced, could also be assessed using
analogous techniques. Ultimately, the methods presented here
should be a good starting point to foster new initiatives
that systematically address the issue of many-body forces in
quantum many-body systems.
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,

aI
δ (t)aI †

γ (t′) ≡
〈
#N

0

∣∣T
[
aI

δ (t)aI †
γ (t′)

]∣∣#N
0

〉
= ih̄ G

(0)
δγ (t− t′).

Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G

(0)
αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i

h̄
Uαβ , − i

h̄
Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:

S = 1
k!

1
[(2!)2]q[(3!)2]k−q

(
k
q

)
C =

∏

i
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FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,
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〈
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= ih̄ G
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Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G
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αβ(0−) =
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(0)
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Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i
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Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,
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S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,

aI
δ (t)aI †

γ (t′) ≡
〈
#N

0

∣∣T
[
aI

δ (t)aI †
γ (t′)

]∣∣#N
0

〉
= ih̄ G

(0)
δγ (t− t′).

Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G

(0)
αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i

h̄
Uαβ , − i

h̄
Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,
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= ih̄ G
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Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G
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αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i
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Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i
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Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
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The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
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same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:

S = 1
k!

1
[(2!)2]q[(3!)2]k−q

(
k
q

)
C =

∏

i

Si . (A1)
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We believe that this extended approach is an interesting
tool to study quantum many-body systems from an ab
initio microscopic point of view. In principle, the framework
provides a coherent description of the correlated, nonpertur-
bative dynamics of systems with many-body interactions. The
generalization to Hamiltonians including N -body forces can
be performed along similar lines. In addition to its academic
interest, advances in interaction-tunable ultracold gases might
require these developments. In nuclear physics, the importance
of 4BFs, either bare or induced, could also be assessed using
analogous techniques. Ultimately, the methods presented here
should be a good starting point to foster new initiatives
that systematically address the issue of many-body forces in
quantum many-body systems.
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,

aI
δ (t)aI †

γ (t′) ≡
〈
#N

0

∣∣T
[
aI

δ (t)aI †
γ (t′)

]∣∣#N
0

〉
= ih̄ G

(0)
δγ (t− t′).

Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G

(0)
αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i

h̄
Uαβ , − i

h̄
Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:

S = 1
k!

1
[(2!)2]q[(3!)2]k−q

(
k
q

)
C =

∏

i

Si . (A1)
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1

1
2

1
2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.
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FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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We believe that this extended approach is an interesting
tool to study quantum many-body systems from an ab
initio microscopic point of view. In principle, the framework
provides a coherent description of the correlated, nonpertur-
bative dynamics of systems with many-body interactions. The
generalization to Hamiltonians including N -body forces can
be performed along similar lines. In addition to its academic
interest, advances in interaction-tunable ultracold gases might
require these developments. In nuclear physics, the importance
of 4BFs, either bare or induced, could also be assessed using
analogous techniques. Ultimately, the methods presented here
should be a good starting point to foster new initiatives
that systematically address the issue of many-body forces in
quantum many-body systems.
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,

aI
δ (t)aI †

γ (t′) ≡
〈
#N

0

∣∣T
[
aI

δ (t)aI †
γ (t′)

]∣∣#N
0

〉
= ih̄ G

(0)
δγ (t− t′).

Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G

(0)
αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i

h̄
Uαβ , − i

h̄
Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:

S = 1
k!

1
[(2!)2]q[(3!)2]k−q

(
k
q

)
C =

∏

i

Si . (A1)
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1

1
2

1
2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.
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FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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1
2

(a)

1

(b)

FIG. 19. Examples of a diagram where equivalent group of lines
are present and one where rule 9-iii does not apply. Swapping the
two chains of bubbles in (a), one finds an identical diagram. This
is precisely the case of rule 9-iii, which brings in a factor Segl =
1
2 . Performing the same exchange in diagram (b) generates a graph
where the direction of the internal loop is reversed. No symmetry rule
applies here and Segl = 1

two downward-going equivalent lines, rule 9-ii does not apply
anymore and the Ssi factor is no longer needed.

A similar situation occurs when the two interacting fermion
lines start and end on the same vertex, as in Fig. 17. Consider
the left-most and right-most external fermion bubbles. In
all three diagrams, they are connected to each other by a
3B interaction vertex above and by a series of interactions
and medium polarizations below. The intermediate bubble
interactions in diagrams Figs. 17(a) and 17(b) are symmetric
under exchange. There are therefore two sets of symmetric
interacting lines (the two up-going and two down-going
fermion lines) and hence both diagrams take a factor Ssi = 1/2.
In contrast, the two external loops in 17(c) are not symmetric
under exchange due to the lower 3B vertex. Rule 9-ii does
not apply anymore and Ssi = 1. If all the vertices between the
external loops were equal (e.g., effective 2B terms Ṽ ), a factor
Ssi = 1/2 would still apply.

The case of Fig. 17 is of particular importance because these
diagrams directly contribute to the energy-independent 1B
effective interaction. In the EOM approach, these contributions
arise from the first three terms on the right-hand side of Fig. 13.
Note that the ladder diagram has a symmetry factor Se = 1/2
and that the exchange contribution in the bubble term has to be
considered. Using these diagrams to define the 2B propagator
in Eq. (23) and inserting these in the last term of Eq. (10), one
finds the contributions to Ũ shown in Fig. 18. The two bubble
terms have summed up to form diagram Fig. 17(a), each of
them contributing a factor 1/4 from Eq. (10). Consequently,
the approach leads to the correct overall Ssi = 1/2 symmetry
factor. In our approach, there is no need to explicitly compute
these diagrams because they are automatically included by
Eq. (10).

Finally, rule 9-iii applies to the diagram in Fig. 19. In this
case, the two chains of bubble diagrams are equal and start and
end at the same 3BF vertices. Hence, they are equivalent groups
of lines and the diagram takes a factor Segl = 1

2 . Diagram
Fig. 19(b) is different because the exchange of all the bubbles
generates a diagram in which the direction of the internal
fermion loop is reversed. Therefore no symmetry rule applies
and the symmetry factor is just Segl = 1. This is, however,
topologically equivalent to the initial diagram and hence must
be counted only once.

As an example of the application of the above Feynman
rules, we give here the formulas for some of the diagrams
in Fig. 5. Let us start by a contribution that was discussed in
Sec. III, diagram Fig. 5(c). There are two sets of upward-going
equivalent lines, which contribute to a symmetry factor Se =
1
22 . Considering the overall factor of Eq. (A1) and the presence
of one closed fermion loop, one finds

!
(5c)
αβ (ω) = − (ih̄)4

4

∫
dω1

2π
· · ·

∫
dω4

2π

∑

γ δνµϵλ
ξηθστχ

Ṽαγ ,δνG
(0)
δµ(ω1)G(0)

νϵ (ω2)Wµϵλ,ξηθG
(0)
ξσ (ω3)G(0)

ητ (ω4)

×G
(0)
θγ (ω1 + ω2 − ω)Ṽστ,βχG

(0)
χλ(ω3 + ω4 − ω). (A2)

Diagrams Figs. 5(h) and 5(i) differ only for the orientation of a loop. Hence, there are two pairs of equivalent lines in the first
case and one pair and one triplet of equivalent lines in the second, which is reflected in their different symmetry factors:

!
(5h)
αβ (ω) = (ih̄)5

4

∫
dω1

2π
· · ·

∫
dω5

2π

∑

γ δϵ
ξθσµνλ
ητφχζ

Ṽαγ ,δϵG
(0)
δξ (ω1)G(0)

νγ (ω2)Wξθσ,µνλG
(0)
µη(ω3)G(0)

χθ (ω4)

×G(0)
ϵτ (ω − ω1 + ω2) Wητφ,βχζ G

(0)
λφ(ω5) G

(0)
ζσ (ω2 + ω3 + ω5 − ω1 − ω4), (A3)

!
(5i)
αβ (ω) = (ih̄)5

12

∫
dω1

2π
· · ·

∫
dω5

2π

∑

γ δϵ
ξθσµνλ
ητφχζ

Ṽαγ ,δϵG
(0)
δξ (ω1)G(0)

ϵθ (ω2)Wξθσ,µνλG
(0)
µη(ω3)G(0)

ντ (ω4)

×G(0)
χγ (ω1 + ω2 − ω) Wητφ,βχζ G

(0)
λφ(ω5) G

(0)
ζσ (ω3 + ω4 + ω5 − ω1 − ω2). (A4)
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1

1
2

1
2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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We believe that this extended approach is an interesting
tool to study quantum many-body systems from an ab
initio microscopic point of view. In principle, the framework
provides a coherent description of the correlated, nonpertur-
bative dynamics of systems with many-body interactions. The
generalization to Hamiltonians including N -body forces can
be performed along similar lines. In addition to its academic
interest, advances in interaction-tunable ultracold gases might
require these developments. In nuclear physics, the importance
of 4BFs, either bare or induced, could also be assessed using
analogous techniques. Ultimately, the methods presented here
should be a good starting point to foster new initiatives
that systematically address the issue of many-body forces in
quantum many-body systems.
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APPENDIX A: FEYNMAN DIAGRAM RULES
FOR TWO- AND THREE-BODY INTERACTIONS

We present in this appendix the Feynman rules associated
with the diagrams arising in the perturbative expansion of
Eq. (7). The rules are given both in time and energy formu-
lation, and some specific examples will be considered at the
end. We pay particular attention to nontrivial symmetry factors
arising in diagrams that include many-body interactions. We
work with antisymmetrized matrix elements, but for practical
purposes represent them by extended lines.

We provide the Feynman diagram rules for a given p-body
propagator, such as Eqs. (3) and (4). These arise from a
trivial generalization of the perturbative expansion of the 1B
propagator in Eq. (7). At kth order in perturbation theory, any
contribution from the time-ordered product in Eq. (7), or its
generalization, is represented by a diagram with 2p external
lines and k interaction lines (from here on called vertices), all
connected by means of oriented fermion lines. These fermion
lines arise from contractions between annihilation and creation
operators,

aI
δ (t)aI †

γ (t′) ≡
〈
#N

0

∣∣T
[
aI

δ (t)aI †
γ (t′)

]∣∣#N
0

〉
= ih̄ G

(0)
δγ (t− t′).

Applying the Wick theorem to any such arbitrary diagram,
results in the following Feynman rules.

Rule 1: Draw all, topologically distinct and connected
diagrams with k vertices, and p incoming and p outgoing
external lines, using directed arrows. For interaction
vertices the external lines are not present.
Rule 2: Each oriented fermion line represents a
Wick contraction, leading to the unperturbed propagator
ih̄G

(0)
αβ(t− t′) [or ih̄G

(0)
αβ(ωi)]. In time formulation, the t

and t′ label the times of the vertices at the end and at the
beginning of the line. In energy formulation, ωi denotes
the energy carried by the propagator.
Rule 3: Each fermion line starting from and ending at the
same vertex is an equal-time propagator, −ih̄G

(0)
αβ(0−) =

ρ
(0)
αβ .

Rule 4: For each 1B, 2B or 3B vertex, write down a
factor i

h̄
Uαβ , − i

h̄
Vαγ ,βδ or − i

h̄
Wαγ ξ,βδθ , respectively. For

effective interactions, the factors are − i
h̄
Ũαβ , − i

h̄
Ṽαγ ,βδ .

When propagator renormalization is considered, only skele-
ton diagrams are used in the expansion. In that case, the
previous rules apply with the substitution ih̄G

(0)
αβ → ih̄Gαβ .

Furthermore, note that Rule 3 applies to diagrams embedded
in the one-body effective interaction (see Fig. 1) and therefore
they should not be considered explicitly in an interaction-
irreducible expansion. In calculating Ũ , however, one should
use the correlated ραβ instead of the unperturbed one.

Rule 5: Include a factor (−1)L where L is the number
of closed fermion loops. This sign comes from the odd
permutation of operators needed to create a loop and does
not include loops of a single propagator, already accounted
for by Rule 3.
Rule 6: For a diagram representing a 2p-point GF, add a
factor (−i/h̄), whereas for a 2p-point interaction vertex
without external lines (such as *⋆ and ,2p−pt) add a factor
ih̄.

The next two rules require a distinction between the time
and the energy representation. In the time representation,

Rule 7: Assign a time to each interaction vertex. All the
fermion lines connected to the same vertex i share the
same time ti .
Rule 8: Sum over all the internal quantum numbers and
integrate over all internal times from −∞ to +∞.

Alternatively, in energy representation,

Rule 7′: Label each fermion line with an energy ωi , under
the constraint that the total incoming energy equals the
total outgoing energy at each interaction vertex,

∑
i ω

in
i =∑

i ω
out
i .

Rule 8′: Sum over all the internal quantum numbers and
integrate over each independent internal energy, with an
extra factor 1

2π
, i.e.,

∫ +∞
−∞

dωi

2π
.

Each diagram is then multiplied by a combinatorial factor
S that originates from the number of equivalent Wick contrac-
tions that lead to it. This symmetry factor represents the order
of the symmetry group for one specific diagram or, in other
words, the order of the permutation group of both open and
closed lines, once the vertices are fixed. Its structure, assuming
only 2BFs and 3BFs, is the following:

S = 1
k!

1
[(2!)2]q[(3!)2]k−q

(
k
q

)
C =

∏

i

Si . (A1)

054326-18

SELF-CONSISTENT GREEN’s FUNCTIONS FORMALISM . . . PHYSICAL REVIEW C 88, 054326 (2013)

1
12

1
12

1
12

1
6

(a) (b)

(c) (d)

FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1

1
2

1
2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1

1
2

1
2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.

1
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2

(a) (b)

(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the

U +1
2 +1

8
+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 16. Examples of diagrams containing symmetric and inter-
acting lines, with explicit symmetry factors. Diagrams (b) to (d)
are obtained by expanding the effective interaction of diagram (a)
according to Eq (11). Swapping the 3B and 2B internal vertices in (c)
gives a distinct, but topologically equivalent, contribution.

Here, k represents the order of expansion. q (k − q) denotes
the number of 2B (3B) vertices in the diagram. The binomial
factor counts the number of terms in the expansion (V + W )k

that have q factors of V and k − q factors of W . Finally, C
is the overall number of distinct contractions and reflects the
symmetries of the diagram. Stating general rules to find C
is not simple. For example, explicit simple rules valid for the
well-known λφ4 scalar theory are still an object of debate [68].
An explicit calculation for C has to be carried out diagram by
diagram [68]. Equation (A1) can normally be factorized in a
product factor Si , each due to a particular symmetry of the
diagram. In the following, we list a series of specific examples
which is, by all means, not exhaustive.

Rule 9: For each group of n symmetric lines, or symmetric
groups of lines as defined below, multiply by a symmetry
factor Si= 1

n! . The overall symmetry factor of the diagram
will be S =

∏
i Si . Possible cases include the following:

(i) Equivalent lines. n equally oriented fermion lines are
said to be equivalent if they start from the same initial
vertex and end on the same final vertex.

(ii) Symmetric and interacting lines. n equally oriented
fermion lines that start from the same initial vertex
and end on the same final vertex, but are linked via
an interaction vertex to one or more close fermion
line blocks. The factor arises as long as the dia-
gram is invariant under the permutation of the two
blocks.
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2
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(c)

FIG. 17. Examples of diagrams entering the static part of the
self-energy. Applying rule 9-ii, diagrams (a) and (b) take a factor
Ssi = 1

2 from the symmetry between the two bubbles attached to the
upper three body vertex. The symmetry is broken in diagram (c),
where the overall factor is Ssi = 1

(iii) Equivalent groups of lines. These are blocks of inter-
acting lines (e.g., series of bubbles) that are equal to
each other: They all start from the same initial vertex
and end on the same final vertex.

Rule 9-i is the most well-known case and applies, for
instance, to the two second-order diagrams of Fig. 3. Diagram
Fig. 3(a) has two upward-going equivalent lines and requires
a symmetry factor Se = 1

2! . In contrast, diagram Fig. 3(b) has
three upward-going equivalent lines and two downward-going
equivalent lines, that give a factor Se = 1

2! 3! = 1
12 .

Figures 16 and 17 give specific examples of the application
of rule 9-ii. Diagram Fig. 16(a) has three upward-going
equivalent, noninteracting lines, which yield a symmetry
factor Se = 1

3! due to rule 9-i. However, there are also two
downward-going symmetric and equivalent lines, that interact
through the exchange of a bubble and thus give rise to a
factor Ssi = 1

2! . The total factor is therefore S = Se × Ssi =
1

12 . Let us now expand the two 2B effective interactions
that are connected to the intermediate bubble according to
Eq. (11). Diagram Fig. 16(a) is now seen to contain three
contributions, diagrams Figs. 16(b)– 16(d), with the symmetry
factors shown in the figure. Note that drawing the contracted
3B vertex above or below the bubble in Fig. 16(c) leads
to two topologically equivalent diagrams that must only be
drawn once, i.e., diagram Fig. 16(c). However, because the
diagram is no longer symmetric under the exchange of the
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+ . . .. . . −1

2

FIG. 18. Diagrams entering the effective one-body interaction, Eq. (10), obtained by substituting the right-hand side of Fig. 13 into Eq. (23).
The two bubble terms correctly reproduce the symmetric factor inferred by applying rules 9-i and 9-ii.
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FIG. 6. (Color online) (Data points) CCSD results (taken at the
h̄ω minima) for the binding energy of 4He with 3NFs as a function of
the number of oscillator shells. (Dashed lines) Exponential fit to the
data and asymptote of the fit. (Full line) Exact result.

due to the sharp cutoff in Vlow k . This might be improved by
using low-momentum interactions with smooth cutoffs [58].
Using the minima of the CCSD results with 3NFs, we make
an exponential fit of the form E(N ) = E∞ + aexp (−bN ) to
the data points. The result is shown in Fig. 6. The extrapolated
infinite model space value is E∞ = −28.09 MeV, which is
very close to the exact result E = −28.20(5) MeV.

It is interesting to analyze the different contributions "E
to the binding energy E. The individual contributions are
given in Fig. 7 for a model space of N = 4 oscillator shells
and h̄ω = 20 MeV. The main contribution stems from the
low-momentum NN interaction. The contributions from 3NFs
account only for about 10% of the total binding energy. This
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estimated triples corrections

FIG. 7. (Color online) Relative contributions |"E/E| to the
binding energy of 4He at the CCSD level. The different points denote
the contributions from (1) low-momentum NN interactions, (2) the
vacuum expectation value of the 3NF, (3) the normal-ordered one-
body Hamiltonian due to the 3NF, (4) the normal-ordered two-body
Hamiltonian due to the 3NF, and (5) the residual 3NFs. The dotted
line estimates the corrections due to omitted three-particle/three-hole
clusters.

is consistent with the chiral EFT power-counting estimate
⟨V3N⟩ ∼ (Q/#χ )3⟨Vlow k⟩ ≈ 0.1⟨Vlow k⟩ [50] (see also Table I
in Ref. [52]). The second, third, and fourth largest contribution
are due to the first, second, and third term on the right-hand
side of Eq. (2). These are the density-dependent zero-, one-,
and two-body terms, which resulted from the normal ordering
of the three-body Hamiltonian in coupled-cluster theory.
The contributions from the residual three-body Hamiltonian,
Eq. (3), are very small and are represented by the last point
in Fig. 7. Recall that the residual 3NF contributes to the
energy directly through Eq. (12) and indirectly through a
modification of the cluster amplitudes via Eqs. (15) and (16).
Apparently, both contributions are very small. In addition and
independent of the result that low-momentum 3N interactions
are perturbative for cutoffs # <∼ 2 fm−1 [50], we find here that
the contributions of 3NFs decrease rapidly with increasing
rank of the normal-ordered terms.

The small contribution from the residual three-body Hamil-
tonian is the most important result of our study. It suggests that
one can neglect the residual terms of the 3NF when computing
binding energies of light nuclei. This is not unexpected
and has been anticipated in several earlier studies. Mihaila
and Heisenberg [19] computed the charge form factor for
16O within coupled-cluster theory and found a very good
agreement with experimental data by considering only the
density-dependent one- and two-body parts of 3NFs. Similarly,
Navrátil and Ormand [59] observed in no-core shell-model
calculations that density-dependent two-body terms are the
most significant contributions of effective three-body forces.
Our finding also support Zuker’s [60] idea that monopole
corrections to valence-shell interactions are due to the density-
dependent terms of 3NFs. Note finally that the modeling of
three-body interactions in terms of density-dependent two-
body Hamiltonians has a long history, see, e.g., Ref. [61].
Note that all these examples and the present study employ
sufficiently “soft” or “effective” interactions. We expect
that the smallness of residual 3NFs is a property of such
interactions. We will study the cutoff dependence of this
finding in future work. Finally, the smallness of residual
3NFs is also encouraging for future improved nuclear matter
calculations, which currently include low-momentum 3NFs
through density-dependent NN interactions [51].

The smallness of the residual three-body terms is also for
coupled-cluster calculations a most welcome result. This is
attractive for two reasons. First, the inclusion of the residual
three-nucleon Hamiltonian, as described in subsection II B,
is computationally expensive. It exceeds the cost of a CCSD
calculation for two-body Hamiltonians by a factor of order
O(nu) + O(n2

o) and is therefore significant for a large number
of unoccupied orbitals and/or large number of nucleons.
Second, the omission of the residual three-body Hamiltonian
will allow us to treat 3NFs within the standard coupled-cluster
theory developed for two-body Hamiltonians (after normal
ordering). As a result, we can take the CCSD calculations
one step further and include perturbative corrections of three-
particle/three-hole clusters [62].

Let us neglect the residual 3NF terms of Eq. (3) and
perform CCSD(T) calculations for the binding energy of 4He.
The approximate inclusion of three-particle/three-hole clusters
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due to the sharp cutoff in Vlow k . This might be improved by
using low-momentum interactions with smooth cutoffs [58].
Using the minima of the CCSD results with 3NFs, we make
an exponential fit of the form E(N ) = E∞ + aexp (−bN ) to
the data points. The result is shown in Fig. 6. The extrapolated
infinite model space value is E∞ = −28.09 MeV, which is
very close to the exact result E = −28.20(5) MeV.

It is interesting to analyze the different contributions "E
to the binding energy E. The individual contributions are
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is consistent with the chiral EFT power-counting estimate
⟨V3N⟩ ∼ (Q/#χ )3⟨Vlow k⟩ ≈ 0.1⟨Vlow k⟩ [50] (see also Table I
in Ref. [52]). The second, third, and fourth largest contribution
are due to the first, second, and third term on the right-hand
side of Eq. (2). These are the density-dependent zero-, one-,
and two-body terms, which resulted from the normal ordering
of the three-body Hamiltonian in coupled-cluster theory.
The contributions from the residual three-body Hamiltonian,
Eq. (3), are very small and are represented by the last point
in Fig. 7. Recall that the residual 3NF contributes to the
energy directly through Eq. (12) and indirectly through a
modification of the cluster amplitudes via Eqs. (15) and (16).
Apparently, both contributions are very small. In addition and
independent of the result that low-momentum 3N interactions
are perturbative for cutoffs # <∼ 2 fm−1 [50], we find here that
the contributions of 3NFs decrease rapidly with increasing
rank of the normal-ordered terms.

The small contribution from the residual three-body Hamil-
tonian is the most important result of our study. It suggests that
one can neglect the residual terms of the 3NF when computing
binding energies of light nuclei. This is not unexpected
and has been anticipated in several earlier studies. Mihaila
and Heisenberg [19] computed the charge form factor for
16O within coupled-cluster theory and found a very good
agreement with experimental data by considering only the
density-dependent one- and two-body parts of 3NFs. Similarly,
Navrátil and Ormand [59] observed in no-core shell-model
calculations that density-dependent two-body terms are the
most significant contributions of effective three-body forces.
Our finding also support Zuker’s [60] idea that monopole
corrections to valence-shell interactions are due to the density-
dependent terms of 3NFs. Note finally that the modeling of
three-body interactions in terms of density-dependent two-
body Hamiltonians has a long history, see, e.g., Ref. [61].
Note that all these examples and the present study employ
sufficiently “soft” or “effective” interactions. We expect
that the smallness of residual 3NFs is a property of such
interactions. We will study the cutoff dependence of this
finding in future work. Finally, the smallness of residual
3NFs is also encouraging for future improved nuclear matter
calculations, which currently include low-momentum 3NFs
through density-dependent NN interactions [51].

The smallness of the residual three-body terms is also for
coupled-cluster calculations a most welcome result. This is
attractive for two reasons. First, the inclusion of the residual
three-nucleon Hamiltonian, as described in subsection II B,
is computationally expensive. It exceeds the cost of a CCSD
calculation for two-body Hamiltonians by a factor of order
O(nu) + O(n2

o) and is therefore significant for a large number
of unoccupied orbitals and/or large number of nucleons.
Second, the omission of the residual three-body Hamiltonian
will allow us to treat 3NFs within the standard coupled-cluster
theory developed for two-body Hamiltonians (after normal
ordering). As a result, we can take the CCSD calculations
one step further and include perturbative corrections of three-
particle/three-hole clusters [62].

Let us neglect the residual 3NF terms of Eq. (3) and
perform CCSD(T) calculations for the binding energy of 4He.
The approximate inclusion of three-particle/three-hole clusters
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effectively:
- Second order PT 
diagrams with 3BFs:
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✏⌘
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†
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In Eq. (10), the two-time two-particle/two-hole propaga-
tor

GII
�⌘,�✏(t � t0) = G4�pt

�⌘,�✏(t
+, t; t0, t0+) (12)

is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:

⇢1B�� = h N
0 | a†�a� | N

0 i = �i~G��(t � t+) , (13)

⇢2B�⌘,�✏ = h N
0 | a†�a†✏a⌘a� | N

0 i = i~GII
�⌘,�✏(t � t+) . (14)

The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy

Eg.s. = �
X

↵�

T↵� i~G�↵(t � t+)

+
1

2

X

↵�
��

V↵�,�� i~GII
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6
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↵�✏
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W↵�✏,��⌘i~GIII
��⌘,↵�✏(t � t+)

= h N
0 |H | N

0 i , (15)

in accordance with our analogy between the eH = H0+ eH1

and the usual normal ordered hamiltonian. In the latter,

(a) (b)

FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
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rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

5
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FIG. 4. The one interaction irreducible diagrams (a) and the
three interaction reducible ones (b, c and d) that are contained
in Fig. 3a.

the corresponding 2BF (typically, < cW >⇡ 1
10 < bV >

for nuclear interactions [25, 39]). Note that, by expand-
ing the e↵ective 2B interaction according to Eq. (11),
the contribution of Fig. 3a splits in the four diagrams of
Fig. 4 [see also a similar example in Fig. 16]. Therefore,
at second order we have a total of five skeleton diagrams
of which only two are interaction irreducible and need to
be calculated when using the e↵ective interactions.

Figure 5 shows all the 17 interaction irreducible con-
tributions at third order. Diagrams 5a and 5b are the
only third order terms that come from only 2B interac-
tions, while the others are introduced by 3BFs. Again,
by expanding the eV e↵ective interaction would generate
a much larger number of diagrams (53 in total) of which
only two contain only 2BFs.

These diagrams are ordered in Fig. 5 in terms of in-
creasing numbers of 3B interactions and of increasing
number of particle-hole excitations. This should qualita-
tively correspond to decreasing importance of their con-
tributions. Diagrams 5a-5c only involve 2p1h and 2h1p
intermediate configurations, normally needed to describe
particle addition and removal energies to main quasipar-
ticle peaks as well as total ground state energies. Nu-
merically 5a and 5b only require evaluating Eq. (11) be-
forehand but can otherwise be dealt with using existing
2BF codes. They have already been exploited to include
3BFs in nuclear structure studies [21, 28, 31, 32]. Dia-
gram 5d includes one 3B irreducible interaction term and
still need to be investigated within the SCGF method,
although comparison to studies of normal ordered hamil-
tonians in [27, 30] clearly suggest smaller corrections to
the total energy with respect to 5a and 5b. This is in line
with the qualitative analysis of the number of eV and fW
interaction entering these diagrams. Note that 5a-5c all
represent the first order term in an all order summation
needed to account for configuration missing between 2p1h
or 2h1p excitations. Nowadays, resummations of these
configurations are performed routinely for the first two
diagrams in ADC(3) and FRPA calculations [10, 11, 16].

The remaining diagrams of Fig. 5 all include 3p2h

and 3h2p configurations that become necessary to re-
produce the fragmentation patterns of shakeup config-
urations in particle removal and addition experiments
(i.e. Dyson orbits beyond the main quasiparticle peaks).
These contributions are computationally more demand-
ing. Diagrams 5d to 5k all describe interaction between
2p1h (2h1p) and 3p2h (3h2p) configurations. These are
splitted into four contribution arising from the e↵ective
2BFs and four that are irreducible 3B interactions. Sim-
ilarly, the terms 5l to 5q are the first contribution to the
configuration missing among 3p2h or 3h2p states.

Appendix A gives some examples of applying the dia-
grammatic rules to calculate diagrams of Fig. 5. It must
be noted that the Feynman rules for the construction re-
main unaltered whether one uses the original (U and V )
or the e↵ective (eU or eV ) interactions; hence also symme-
try factors due to equivalent lines are unaltered.

III. EQUATIONS OF MOTION METHOD

The perturbation theory expansion of the previous sec-
tion is useful to identify new contributions arising from
the inclusion of 3B interactions. However, diagrams up
to third order alone do not incorporate all the neces-
sary information to describe strongly correlated quantum
many-body systems. For example, the strong repulsive
character of the nuclear force at short distances requires
explicit all orders summations of ladder series. All order
summations of 2p1h and 2h1p are also required in finite
systems to achieve accuracy of predicted ground state
and separation energies, as well as to preserve the cor-
rect analytic properties of the self-energy beyond second
order.

In order to investigate possible self-consistent expan-
sions of the irreducible self-energy ⌃? and approxima-
tions scheme for all order summations, we apply here the
equations of motion (EOM) method. The EOM tech-
nique defines a hierarchy of non perturbative equations
that link each n-body GF to the (n-1), (n+1) and (n+2)-
body GFs. Hence a truncation of this hierarchy is made
necessary to solve the system of equations [5]. Here,
we will follow the footprints of Ref. [40] and apply the
scheme up obtaining explicit equations for the 4-point
vested functions. In this case 6-point vertices also enter
the equations due to the presence of 3B interactions.

A. Equation of motion for G and proper self-energy

The equation of motions for a given propagator is
found by taking the derivative of its time arguments and
therefore of the creation and annihilation operator in def-
initions (2-4). For the case of the unperturbed propaga-
tor,

i~G(0)
↵�(t � t0) = h�N

0 |T [aI↵(t)aI�
†
(t0)]|�N

0 i , (17)

A. Carbone, CB, et al., Phys. Rev. C88, 054326 (2013)
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(h) (i) (j) (k)

(l) (m) (n)

(o) (p) (q)

FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI↵(t) = [aI↵(t), Ĥ0] = "↵a

I
↵(t) . (18)

By taking the derivative of G(0) and using Eq. (18), we
arrive at

⇢
i~ @

@t
� "↵

�
G(0)

↵↵0(t � t0) = �(t � t0)�↵↵0 , (19)

where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian

- Introduce effective (system dependent 2-body) interactions. E.g.:

- Complex 3p2h/3h/2p configurations with 3BFs appear earlier:

- P-V coupling is more complicated:

4

beV =
1

4

X

↵�
��

[V↵�,�� (11)

�
X

✏⌘

W↵�✏,��⌘ i~G⌘✏(t � t+)

#
a†↵a

†
�a�a� ;

In Eq. (10), the two-time two-particle/two-hole propaga-
tor

GII
�⌘,�✏(t � t0) = G4�pt

�⌘,�✏(t
+, t; t0, t0+) (12)

is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:

⇢1B�� = h N
0 | a†�a� | N

0 i = �i~G��(t � t+) , (13)

⇢2B�⌘,�✏ = h N
0 | a†�a†✏a⌘a� | N

0 i = i~GII
�⌘,�✏(t � t+) . (14)

The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy

Eg.s. = �
X

↵�

T↵� i~G�↵(t � t+)

+
1

2

X

↵�
��

V↵�,�� i~GII
��,↵�(t � t+)

�1

6

X

↵�✏
��⌘

W↵�✏,��⌘i~GIII
��⌘,↵�✏(t � t+)

= h N
0 |H | N

0 i , (15)

in accordance with our analogy between the eH = H0+ eH1

and the usual normal ordered hamiltonian. In the latter,

(a) (b)

FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

+≡
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FIG. 13. As in Fig. 10 but for the second-order term eV (2).

use–depends of the specific computational approach and on the specific system one needs to solve. For completeness,
we give the example of how Eq. (C8) would simplify if both these assumptions are made:

eU (2)
↵� =

0

@1

4

X

µ,⌫ /2F

X

⇢,�2F

V⇢�,µ⌫
1�

"
�
⇢ + "

�
� � "

+
µ � "

+
⌫
�
+ i⌘

W↵µ⌫,�⇢� + W↵⇢�,�µ⌫
1�

"
�
⇢ + "

�
� � "

+
µ � "

+
⌫
�
+ i⌘

Vµ⌫,⇢�

1

A ,

(C9)

where we have used the notations 2 F (/2 F ) to restrict the sums over occupied (unoccupied) orbits.

For the second-order term eV (2)
↵�,�� in the expansion of Eq. (C3), we have the three diagrams on the r.h.s. of Fig. 13

with the following expressions:

eV (2)
↵�,�� = i~

Z
d!

2⇡

X

✏⌘
�µ

W↵�✏,��⌘ g
(0)
µ✏ (!)g

(0)
⌘⌫ (!)U⌫µ � i~

Z
d!

2⇡

X

✏⌘⌫
�µ⇢

W↵�✏,��⌘ g
(0)
µ✏ (!)g

(0)
⌘⌫ (!)⇢

(0)
�⇢ V⌫⇢,µ�

� i~
2

Z
d!

2⇡

X

✏⌘⌫�
�µ⇢⌧

W↵�✏,��⌘ g
(0)
µ✏ (!)g

(0)
⌘⌫ (!)W⌫��,µ⇢⌧⇢

(0)
⇢� ⇢

(0)
⌧�

= �i~
Z
d!

2⇡

X

✏⌘
⌫µ

W↵�✏,��⌘ g
(0)
µ✏ (!)g

(0)
⌘⌫ (!)eU (1)

⌫µ , (C10)

where in the last equality we have written a more compact expression for eV (2) by using the first term in the expansion
of eU . The integration over the frequency in Eq. (C10) gives the expression of eV (2) in terms of the uncorrelated
transition amplitudes:

eV (2)
↵�,�� =

X

✏⌘
µ⌫

W↵�✏,��⌘

 
X

n1k2

(Xn1
µ Y

k2
⌫ )⇤Xn1

✏ Y
k2
⌘

�("+n1 � "
�
k2
) + i⌘

�
X

k1n2

Y
k1
µ X

n2
⌫ (Y k1

✏ X
n2
⌘ )⇤

�("�k1
� "

+
n2)� i⌘

!
eU (1)
⌫µ , (C11)

which is zero in the specific case of an HF reference state, due to eU (1) vanishing.

The expansion of eU in Eq. (C2) contains also the term eU (3)
↵� composed by the 14 contributions shown in Fig. 14.

By using the same Feynman rules applied for the terms at second and third order (see Appendix A of Ref. [22]), one
can derive the expressions for those fourteen diagrams. Here we give the final equations after all integrals over the
frequencies have been performed. Using the compact notation for npnh coupled cluster amplitudes of Eqs. (46-48)
and assuming Einstein’s summing convention throughout, they are listed below according to the order of appearance
in Fig. 14:

eU (3)
↵� (14a) =

eV (1)
↵�,��(X

n1
� )⇤Xn2

� t
n1
k3
(tn2

k3
)⇤ � eV (1)

↵�,��(Y
k2
� )⇤Y k1

� t
n3
k2
(tn3

k1
)⇤ (C12a)
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI↵(t) = [aI↵(t), Ĥ0] = "↵a

I
↵(t) . (18)

By taking the derivative of G(0) and using Eq. (18), we
arrive at

⇢
i~ @

@t
� "↵

�
G(0)

↵↵0(t � t0) = �(t � t0)�↵↵0 , (19)

where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian

and more…
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).
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The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian
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H, will yield to the exact ground state energy
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Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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tor

GII
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is an appropriate time ordering of Eq. (3) and the con-
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

èUse of irreducible 2-body
interactions

èNeed to correct the Koltun
sum rule (for energy)

è3p2h/3h2p terms relevant
to next-generation high-precision
methods.
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and F. Raimondi, CB, Phys. Rev. C97, 054308 (2018)
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).
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man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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diagrams appearing at 2nd-order in the perturbative expan-
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the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than
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tor

GII
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is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:

⇢1B�� = h N
0 | a†�a� | N

0 i = �i~G��(t � t+) , (13)

⇢2B�⌘,�✏ = h N
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0 i = i~GII
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy
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FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

A. Carbone, CB, et al., Phys. Rev. C88, 054326 (2013)
and F. Raimondi, CB, Phys. Rev. C97, 054308 (2018)
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methods.
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operators in the Heisenberg picture. For the hamiltonian
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The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.
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traction is performed with respect to the exact correlated
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thought as reordered with respect the the many-body
ground-state | N
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the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

4

beV =
1

4

X

↵�
��

[V↵�,�� (11)

�
X

✏⌘

W↵�✏,��⌘ i~G⌘✏(t � t+)

#
a†↵a

†
�a�a� ;

In Eq. (10), the two-time two-particle/two-hole propaga-
tor

GII
�⌘,�✏(t � t0) = G4�pt

�⌘,�✏(t
+, t; t0, t0+) (12)

is an appropriate time ordering of Eq. (3) and the con-
tracted propagators yield the exact 1B and 2B reduced
density matrices:

⇢1B�� = h N
0 | a†�a� | N

0 i = �i~G��(t � t+) , (13)

⇢2B�⌘,�✏ = h N
0 | a†�a†✏a⌘a� | N

0 i = i~GII
�⌘,�✏(t � t+) . (14)

The e↵ective Hamiltonian (9) not only regroups Feyn-
man diagrams in a more e�cient way but it also allow
to extract the e↵ective 1B and 2B terms from higher or-
der interactions. Averaging the 3BF over one and two
spectator particles in the medium is expected yield the
most important contributions to the many-body dynam-
ics [27, 30]. We note that Eqs. (10) and (11) are exact
and are derived rigorously from the pertubative expan-
sion. Details of the proof are discussed in App. B. As
long as only interaction irreducible diagrams are used to-
gether with eH, this gives a systematic way to generate
e↵ective in medium interactions, it ensures that symme-
try factors are correct and no diagram is over counted.

This approach can be seen as a generalisation of the
normal ordering of the Hamiltonian with respect to the
reference state |�N

0 i, that has already been used in nu-
clear physic applications with 3BFs [27, 30, 39]. If the
unperturbed propagators G(0) and GII,(0) were used in

Eqs. (10) and (11), the e↵ective operators
beU and

beV would
trivially reduced to the contracted 1B and 2B terms of
normal ordering. In the present case, however, the con-
traction is performed with respect to the exact correlated
density matrices and the e↵ective Hamiltonian eH can be
thought as reordered with respect the the many-body
ground-state | N

0 i, which takes into account the correla-
tions of the system. Note that, following the procedure of
App. B, the full contraction of the original hamiltonian,
H, will yield to the exact ground state energy

Eg.s. = �
X

↵�

T↵� i~G�↵(t � t+)

+
1

2

X

↵�
��

V↵�,�� i~GII
��,↵�(t � t+)

�1

6

X

↵�✏
��⌘

W↵�✏,��⌘i~GIII
��⌘,↵�✏(t � t+)

= h N
0 |H | N

0 i , (15)

in accordance with our analogy between the eH = H0+ eH1

and the usual normal ordered hamiltonian. In the latter,

(a) (b)

FIG. 3. 1PI, skeleton and interaction irreducible self-energy
diagrams appearing at 2nd-order in the perturbative expan-
sion of Eq. (7), making use of the e↵ective hamiltonian of
Eq. (9).

the 0B contraction part is simply the expectation value
of H with respect to the reference state.

A. Self-energy expansion up to third order

For a 2B Hamiltonian, the only possible interaction
reducible contribution is the extended Hartree-Fock dia-
gram. This is the second term on the right hand side of
Eq. (10) and Fig. (1). It appears only at first order in
any SCGF expansion and it is routinely included in most
GF calculations with 2B forces. Thus, regrouping dia-
grams in terms of e↵ective interactions, such as Eqs. (10)
and (11), becomes useful only when 3BF or higher terms
are present. Here, we are interested in the new diagrams
that need to be considered when one includes 3BFs. To
this purpose we derive and list all interaction irreducible
contributions to the proper self-energy, up to third order
in perturbation theory.

At first order, only one interaction irreducible contri-
bution is present which exactly corresponds to eU :

⌃?,(1)
↵� = eU↵� , (16)

Being a self-energy insertion itself, eU will not appear in
any other skeleton diagram. In spite of the fact that
it only contributes to Eq. (16), the e↵ective 1B poten-
tial is very important because it defines in full the en-
ergy independent part of the self energy, hence it rep-
resents the (static) mean field seen by every particle.
Through Eq. (10), we see that this potential incorpo-
rates three separate terms, including the Hartree-Fock
potentials due to both 2B and 3BFs and higher order
interaction reducible contributions due to the dressed G
and GII propagators. Thus, the full calculation of ⌃?,(1)

requires an iterative procedure to evaluate these propa-
gators self-consistently.

At second order there are only the two interaction ir-
reducible diagrams shown in Fig. 3. Diagram 3a is the
well known contribution due to only 2BFs that freely
propagates two-particle–one-hole (2p1h) and two-hole–
one-particle (2h1p) states. Fig. 3b is the new diagram
arising from explicit 3BF interactions, which may ex-
pected to be less important: this describes contributions
from 3p2h and 3h2p excitations at higher excitation en-
ergies and, moreover, 3BFs are generally weaker than

èUse of irreducible 2-body
interactions

èNeed to correct the Koltun
sum rule (for energy)

è3p2h/3h2p terms relevant
to next-generation high-precision
methods.

A. Carbone, CB, et al., Phys. Rev. C88, 054326 (2013)
and F. Raimondi, CB, Phys. Rev. C97, 054308 (2018)
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(a) (b) (c)

(d) (e) (f) (g)

(h) (i) (j) (k)

(l) (m) (n)

(o) (p) (q)

FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI↵(t) = [aI↵(t), Ĥ0] = "↵a

I
↵(t) . (18)

By taking the derivative of G(0) and using Eq. (18), we
arrive at

⇢
i~ @

@t
� "↵

�
G(0)

↵↵0(t � t0) = �(t � t0)�↵↵0 , (19)

where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian

Formalism already laid out: 
F. Raimondi, CB, Phys. Rev. C97, 054308 (2018).

è3p2h/3h2p terms relevant to next-generation high-precision methods.
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fV (1)

fU (1)

fU (1)

(a)

fV (1) fU (2)

(b)

fV (1)

fV (1)

fV (1)

(c)

fV (1)

(d)

fU (1) fU (1)

(e)

fV (1)

fU (1)

(f)

fV (1)

fU (1)

(g)

fV (1)

fV (1)

(h)

fV (1)

fV (1)

(i)

(j) (k)

FIG. 13. As in Fig. 8 but for the third-order term eU (3).

amplitudes, expressed here with Einstein’s summing convention,

eV (2)
↵�,�� = W↵�✏,��⌘

 
X

n1k2

(Xn1
µ )⇤Xn1

✏ Y
k2
⌘ (Y k2

⌫ )⇤

�("+n1 � "
�
k2
) + i⌘

�
X

k1n2

Y
k1
µ (Y k1

✏ )⇤(Xn2
⌘ )⇤Xn2

⌫

�("�k1
� "

+
n2)� i⌘

!
eU (1)
⌫µ , (C10)

which vanishes in the case in which the spectrum of the unperturbed 1B Hamiltonian provides the single-particle
model space.

The expansion of eU in Eq. (C2) contains also the term eU (3)
↵� composed by the 11 contributions shown in Fig. 13.

By using the same Feynman rules applied for the terms at second and third order (see Appendix A of Ref. [20]), one
can derive the expressions for those eleven diagrams. Here we give the working equations suitable to be implemented
numerically, after integrals over the frequencies have been performed. Using the compact notation of Eqs. (45-47)
and Einstein’s summing convention, they are listed below according to the order of appearance in Fig. 13:

eU (3)
↵� (13a) =

eV (1)
↵�,��(X

n1
� )⇤Xn2

� t
n1
k3
(tn2

k3
)⇤ � eV (1)

↵�,��(Y
k2
� )⇤Y k1

� t
n3
k2
(tn3

k1
)⇤ (C11)

+eV (1)
↵�,��

eU (1)
✏⌘
eU (1)
µ⌫

 
(Xn1

⌫ X
n2
⌘ Y

k3
✏ )⇤Xn1

� X
n2
µ Y

k3
�

(�("+n1 � "
�
k3
) + i⌘)(�("+n2 � "

�
k3
) + i⌘)

�
(Y k1

� Y
k2
µ X

n3
� )⇤Y k1

⌫ Y
k2
⌘ X

n3
✏

(�("�k2
� "

+
n3)� i⌘)(�("�k1

� "
+
n3)� i⌘)

+
(Xn1

� X
n2
⌘ Y

k3
� )⇤Xn1

✏ X
n2
µ Y

k3
⌫

(�("+n2 � "
�
k3
) + i⌘)(�("+n1 � "

�
k3
) + i⌘)

�
(Y k1

µ Y
k2
✏ X

n3
⌫ )⇤Y k1

⌘ Y
k2
� X

n3
�

(�("�k1
� "

+
n3)� i⌘)(�("�k2

� "
+
n3)� i⌘)

!
;

eU (3)
↵� (13b) =

eV (1)
↵�,��

⇣
(Xn1

� Y
k2
� )⇤tn1

k2
� (tn2

k1
)⇤Xn2

� Y
k1
�

⌘
; (C12)
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ADC(3) formalism is

M(ADC(3))
j↵ = M(ADC(2))

j↵ +M(IIa)
r↵ +M(IIb)

r↵ +M(IIc)
r↵ +M(IId)

q↵ +M(IId0)
r↵ +M(IIh)

q↵ +M(IIh0)
r↵ +M(IIl)

q↵ +M(IIo)
q↵ +M(IIe)

q↵

+M(IIe0)
r↵ +M(IIi)

q↵ +M(IIi0)
r↵ +M(IIm)

q↵ +M(IIn)
q↵ +M(IIp)

q↵ +M(IIq)
q↵ +M(IIr)

r↵ +M(IIs)
r↵ +M(IIt)

q↵ +M(IIu)
q↵ , (A1)

N(ADC(3))
↵k = N(ADC(2))

↵k +N(IIa)
↵s +N(IIb)

↵s +N(IIc)
↵s +N(IId)

↵u +N(IId0)
↵s +N(IIh)

↵u +N(IIh0)
↵s +N(IIl)

↵u +N(IIo)
↵u +N(IIe)

↵u

+ N(IIe0)
↵s +N(IIi)

↵u +N(IIi0)
↵s +N(IIm)

↵u +N(IIn)
↵u +N(IIp)

↵u +N(IIq)
↵u +N(IIr)

↵s +N(IIs)
↵s +N(IIt)

↵u +N(IIu)
↵u , (A2)

Cjj0 = Cpp
rr0 +Cph

rr0 +C3N
rr0 +Cpp

rq0 +Cph
rq0 +Cpp

qq0 +Cph
qq0 +Chh

qq0 +C3N(I)
rq0 +C3N(II)

rq0 +C3N(III)
qq0

+ C3N(IV )
qq0 +C3N(V )

qq0 +C
eUp
rr0 +C

eUh
rr0 +C

eUp
qq0 +C

eUh
qq0 , (A3)

Dkk0 = Dhh
ss0 +Dhp

ss0 +D3N
ss0 +Dpp

su0 +Dhp
su0 +Dhh

uu0 +Dhp
uu0 +Dpp

uu0 +D3N(I)
su0 +D3N(II)

su0 +D3N(III)
uu0

+ D3N(IV )
uu0 +D3N(V )

uu0 +D
eUh
ss0 +D

eUp
ss0 +D

eUp
uu0 +D

eUh
uu0 . (A4)

For the coupling matrices Mj↵ and N↵k, the list of terms truncated at the ADC(3) level is composed by sets of
ADC(2) terms, defined in Eqs. (33, 36) and in Eqs. (34, 37) for the forward-in-time and backward-in-time self-energy
respectively; sets of terms from (IIa) to (IIc) appearing at third order of the ADC, presented in Eqs. (52, 53, 56)
and in Eqs. (54, 55, 57), which contain only 2p1h and 2h1p configurations; and those terms from (IId) to (IIo) with
3p2h and 3h2p ISCs, introduced in Eqs. (66-69, 74-75) and in Eqs. (70-73, 76-77). Other terms with 3p2h and 3h2p
ISCs, denoted with superscripts from (IIe) to (IIq), are defined in Eqs. (A5-A20) below. Moreover, in Eqs. (A1-A2)
we find additional terms, that must be added to the ADC(3) when the single-particle propagator used to construct
self-energy diagrams is uncorrelated, i.e. when one works with a non-skeleton expansion. For coupling matrices, these
additional terms are denoted with superscripts ranging from (IIr) to (IIu). Their explicit expressions will be given in
Appendix C 2.

Interaction matrices appear at third order in the ADC, as listed in Eqs. (A3-A4). The first three terms thereof
connecting to 2p1h and 2h1p configurations, are given in Eqs. (58-59, 62) for forward-in-time diagrams and in Eqs. (60-

61, 63) for backward-in-time ones. Other matrices required to link 3p2h (3h2p) ISCs are denoted by Cpp
rq0 , ...,C

3N(V )
qq0

(Dpp
su0 , · · · ,D3N(V )

uu0 ). They will be given below in Eqs. (A21-A25, A31-A35) (Eqs. (A26-A30, A36-A40)). Finally, ad-
ditional four interaction matrices introduced in Appendix C 2 for the non-skeleton expansion are specified in Eqs. (A3-
A4) through the superscript eU .

1. Coupling matrices with two e↵ective 2NFs

In Fig. 5e we find the following coupling matrices,

M(IIe)
q↵ ⌘ �

p
3

6
P123

⇣
t
n3n6
k4k5

Xn1
µ Xn2

⌫ (Xn6
� )⇤ eV⌫µ,↵�

⌘
,

(A5)
and

N(IIe)
↵u ⌘ �

p
3

6
eV↵�,µ⌫ P123

⇣
(Yk6

� )⇤Yk1
µ Yk2

⌫ t
n4n5
k3k6

⌘
, (A6)

for the forward-in-time and backward-in-time Goldstone
diagrams, respectively.

2. Coupling matrices with one e↵ective 2NF and
one interaction-irreducible 3NF

Diagrams in Fig. 5e contains also an interaction-
irreducible 3NF, therefore another coupling matrix can
be obtained from the corresponding Goldstone diagrams.
For the forward-in-time and backward-in-time parts we

have,

M(IIe0)
r↵ ⌘

p
2

4
t
n4n5
k3k6

Xn1
µ Xn2

⌫

⇣
Yk6
� Xn4

⇢ Xn5
⌘

⌘⇤
Wµ⌫�,↵⇢⌘ ,

(A7)
and

N(IIe0)
↵s ⌘

p
2

4
W↵⇢⌘,µ⌫� (Yk4

⇢ Yk5
⌘ )⇤Yk1

µ Yk2
⌫ (Xn6

� )⇤tn3n6
k4k5

,

(A8)
respectively.
Also diagrams in the second and third row of Fig. 5

feature coupling matrices with 2NFs and interaction-
irreducible 3NFs. We list them below considering both
forward- and backward-in-time contributions. In the
Goldstone diagrams of the term in Fig. 5i we have,

M(IIi)
q↵ ⌘

p
3

12
A45

⇣
t
n1n2n3
k5k6k7

�
Yk6
µ Yk7

⌫

�⇤ Yk4
�

eVµ⌫,↵�

⌘
,

(A9)
and

N(IIi)
↵u ⌘

p
3

12
A45

⇣
eV↵�,µ⌫ Xn4

� (Xn6
µ Xn7

⌫ )⇤ tn5n6n7
k1k2k3

⌘
.

(A10)
In the Goldstone diagrams of the term in Fig. 5m we

22

Finally, the coupling matrix N(IIc)
↵s of Eq. (57) is found in the backward-in-time diagram of Fig. 2c and contains a

3NF. It has the following form in the angular momentum coupling representation,

N(IIc)
as̃ ⌘ �(jk1 , jk2 , J12)�(J12, jn3 , j↵)

X

J45J 0

X

ñ4ñ5

k̃6

X

vm
l

�(jn5 , jn6 , J56)�(J56, jk4 , j↵)

⇥(�1)j↵�m↵
(�1)j↵+2jn3+jk4�J56+2J 0

p
1 + �k̃1k̃2

Ĵ12

ĵ↵

(2J 0 + 1)

(
jn3 J45 J

0

jk4 J12 j↵

)
p
1 + �alV̄

J56
al,mv

⇥

⇣
X ñ5

m �
(⇡jq)
mn5 X ñ6

v �
(⇡jq)
vn6 � (�1)jn5+jn6�J56 X ñ5

v �
(⇡jq)
vn5 X ñ6

m �
(⇡jq)
mn6

⌘⇤

(1 + �ñ5ñ6)
p
1 + �mv

⇣
Y k̃4
l �

(⇡jq)
lk4

⌘⇤
t
ñ5ñ6ñ3,J56J

0

k̃1k̃2k̃4,J12
. (B29)

c. Interaction matrices with 2p1h and 2h1p ISCs

The interaction matrix Cr̃r̃0 can connect 2p1h propagators through particle-particle, particle-hole and 3NFs, ac-
cording to the terms

Cr̃r̃0 ⌘ Cpp
r̃r̃0

+Cph
r̃r̃0

+C3N
r̃r̃0 , (B30)

which have been introduced in Eqs. (58), (59) and (62), respectively.
The particle-particle interaction matrix results from the diagram in Fig. 2a. Using the angular momentum coupling

of Eq. (B14) we have:

Cpp
r̃r̃0

⌘ �(jn1 , jn2 , J12)�(jk3 , J12, Jr)�(jn4 , jn5 , J12)�(jk6 , J12, Jr)

⇥�J12J45�k̃3k̃6

X

mv
lp

X ñ1
m �

(⇡jq)
mn1 X ñ2

v �
(⇡jq)
vn2 � (�1)jn1+jn2�J12X ñ1

v �
(⇡jq)
vn1 X ñ2

m �
(⇡jq)
mn2p

1 + �ñ1ñ2

p
1 + �mv

⇥V̄
J12
mv,lp

⇣
X ñ4

l �
(⇡jq)
ln4

X ñ5
p �

(⇡jq)
pn5 � (�1)jn4+jn5�J12 X ñ4

p �
(⇡jq)
pn4 X ñ5

l �
(⇡jq)
ln5

⌘⇤

p
1 + �lp

p
1 + �ñ4ñ5

. (B31)

The particle-hole Cph
r̃r̃0

comes from the ring diagram in Fig. 2b, which contains four terms owing to the antisym-
metrization specified in Eq. (59),

Cph
r̃r̃0

⌘ �(jn1 , jn2 , J12)�(jk3 , J12, Jr)�(jn4 , jn5 , J45)�(jk6 , J45, Jr)
1

2

X

mv
p l

X

J

Ĵ12 Ĵ45 (2J + 1)p
1 + �ñ1ñ2

p
1 + �ñ4ñ5

⇥
 8><

>:

jn1 jn2 J12

jn5 J jk3

J45 jk6 Jr

9
>=

>;
X ñ2

v �
(⇡jq)
vn2

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ5

l �
(⇡jq)
ln5

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ1ñ4

� (�1)jn1+jn2�J12

8
><

>:

jn2 jn1 J12

jn5 J jk3

J45 jk6 Jr

9
>=

>;
X ñ1

v �
(⇡jq)
vn1

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ5

l �
(⇡jq)
ln5

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ2ñ4

�(�1)jn4+jn5�J45

8
><

>:

jn1 jn2 J12

jn4 J jk3

J45 jk6 Jr

9
>=

>;
X ñ2

v �
(⇡jq)
vn2

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ4

l �
(⇡jq)
ln4

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ1ñ5

+(�1)jn1+jn2�J12(�1)jn4+jn5�J45

⇥

8
><

>:

jn2 jn1 J12

jn4 J jk3

J45 jk6 Jr

9
>=

>;
X ñ1

v �
(⇡jq)
vn1

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ4

l �
(⇡jq)
ln4

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ2ñ5

!
. (B32)



✺ Thus, need an extra correction:

hV NNNi ⇡ 1

6

✺ Koltun sum rule (with NNN interactions):
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�⌃?�W�
↵� (!) =� (i~)3

4

Z
d!1

2⇡

Z
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Z
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2⇡

Z
d!4

2⇡

Z
d!5

2⇡

X

��⌫

X

µ✏�⇠⌘✓

X

�⌧�
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]
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includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
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given energy ! = EN
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n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-
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the 2B and 3B operators which appear in the Hamilto-
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0 |Ŵ | N

0 i .

(34)
The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =

Z ✏�F

�1
d!

X

↵�

T↵�ImG�↵(!) . (35)

To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
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of the ground state. The simplest thing is to evaluate the
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expectation value of either the 2B and 3B parts, which
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Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
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0 |Ŵ | N

0 i .

(34)
The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =

Z ✏�F

�1
d!

X

↵�

T↵�ImG�↵(!) . (35)

To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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Eqs. (36) and (37) are both exact. Which one should be
emploied in actual calculations mostly depend on the ac-
curacy with which one can evaluate the expectation val-
ues of h N

0 |bV | N
0 i and h N

0 |cW | N
0 i. In general the latter

is a smaller contribution, which makes the overall error
smaller for Eq. (37). This was the approach recently used
in both finite nuclei and infinite nucleon clatter [31, 32].

There it was found that evaluating h N
0 |cW | N

0 i at first
order in terms of dressed propagators leads to satisfac-
tory results. However, accuracy is lost if free propaga-
tors, G(0) are used instead. Eq. (36) may become useful
in calculation of infinite matter, in which the �4�pt is cal-
culated non perturbatively, and thus expectation values
of 2B operators might be obtained to good accuracy.

V. CONCLUSIONS

We have presented an extended version of the self-
consistent Green’s functions approach to consistently in-
clude 3B interactions. Through the correct definition of
e↵ective potentials, we demonstrated how the inclusion of
the 3B interaction has to be performed in a di↵erent man-
ner between the 1B and 2B e↵ective terms. The e↵ective
operators, built through an inspired improved version of
normal ordering of the many-body hamiltonian, greatly
improve the enumeration of diagrams in the perturba-
tive expansion of the SP propagator. Furthermore they
prove to be strongly useful when rewriting the equation
for the 1B propagator in terms of the interaction � vertex
functions. We observed how these e↵ective operators fa-
cilitate the perturbative expansion of the SP propagator
grouping di↵erent contributions in single diagrams.

Solving the EOM for the SP propagator allowed us
to encounter a complete expression for the proper self-
energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
Through the hierarchy of EOM, we encountered a com-
plete expression for the 4-point � vertex function, which
embodies all higher order interacting contributions be-
yond the mean-field. Truncation to second order of this
function, together with a second order expression for the
6-point � function, provides the third order approxima-
tion for the irreducible self-energy, which proved to cor-
respond to diagrams obtained perturbatively in the dia-
grammatic expansion of the SP propagator.

We presented corrections for the energy of the many-
body ground state computed via means of the GMK sum-
rule. Two possible approaches have been proposed, which

require calculation of either the 2B or 3B operator mean-
value in the many-body ground state of the system. Cal-
culation performed using this extended SCGF formalism
have been presented recently. The inclusion of 3B nuclear
forces turn out to be crucial at the hour of calculating
ground state energies for nitrogen, oxygen and fluorine
isotopic chains [31]; the importance of 3B nuclear forces
have proved to be necessary not only in finite systems,
but even more in infinite systems, providing the neces-
sary repulsion for nuclear matter to get to saturation at
consistent values of energy/densities [32].

This expanded approach gives further credit to the
study of nuclear systems from a Green’s functions point
of view. The power embodied in this formalism lies in
the possibility of obtaining from one single many-body
approach, many relevant quantities for the description of
a quantum many-body system, from binding energies, to
thermodynamical behavior, to the description of trans-
port quantities, or pairing.

We consider this expanded approach an interesting tool
to study quantum many-body systems from an ab-initio
microscopic point of view, which can grasp the correlated
non perturbative behavior of the system.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:

a�(t)a
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�(t0) ⌘ h�N

0 |T
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a�(t)a

†
�(t0)

⇤
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�� (t� t0) .

Applying the Wick’s theorem results in the following
Feynman rules.

Rule 1: Draw all, topologically distinct and connected
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
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factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
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0 � EN�1
n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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FIG. 5. 1PI, skeleton and interaction irreducible self-energy diagrams appearing at 3rd-order in perturbative expansion (7),
making use of the e↵ective hamiltonian of Eq. (9).

this boils down to the equation of motion of the operators
in interaction picture [6]:

i~ @

@t
aI↵(t) = [aI↵(t), Ĥ0] = "↵a

I
↵(t) . (18)

By taking the derivative of G(0) and using Eq. (18), we
arrive at

⇢
i~ @

@t
� "↵

�
G(0)

↵↵0(t � t0) = �(t � t0)�↵↵0 , (19)

where the delta functions come from the derivative of the
step-function decomposition of the time-ordered product
in. Eq. (19) gives the inverse operator of G(0).

The same procedure applied to the exact propagator,
G(t� t0), requires the time-derivative of the annihilation
operators in the Heisenberg picture. For the hamiltonian

Formalism already laid out: 
F. Raimondi, CB, Phys. Rev. C97, 054308 (2018).

è3p2h/3h2p terms relevant to next-generation high-precision methods.
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FIG. 13. As in Fig. 8 but for the third-order term eU (3).

amplitudes, expressed here with Einstein’s summing convention,

eV (2)
↵�,�� = W↵�✏,��⌘

 
X

n1k2

(Xn1
µ )⇤Xn1

✏ Y
k2
⌘ (Y k2

⌫ )⇤

�("+n1 � "
�
k2
) + i⌘

�
X

k1n2

Y
k1
µ (Y k1

✏ )⇤(Xn2
⌘ )⇤Xn2

⌫

�("�k1
� "

+
n2)� i⌘

!
eU (1)
⌫µ , (C10)

which vanishes in the case in which the spectrum of the unperturbed 1B Hamiltonian provides the single-particle
model space.

The expansion of eU in Eq. (C2) contains also the term eU (3)
↵� composed by the 11 contributions shown in Fig. 13.

By using the same Feynman rules applied for the terms at second and third order (see Appendix A of Ref. [20]), one
can derive the expressions for those eleven diagrams. Here we give the working equations suitable to be implemented
numerically, after integrals over the frequencies have been performed. Using the compact notation of Eqs. (45-47)
and Einstein’s summing convention, they are listed below according to the order of appearance in Fig. 13:

eU (3)
↵� (13a) =

eV (1)
↵�,��(X

n1
� )⇤Xn2

� t
n1
k3
(tn2

k3
)⇤ � eV (1)

↵�,��(Y
k2
� )⇤Y k1

� t
n3
k2
(tn3

k1
)⇤ (C11)

+eV (1)
↵�,��

eU (1)
✏⌘
eU (1)
µ⌫

 
(Xn1

⌫ X
n2
⌘ Y

k3
✏ )⇤Xn1

� X
n2
µ Y

k3
�

(�("+n1 � "
�
k3
) + i⌘)(�("+n2 � "

�
k3
) + i⌘)

�
(Y k1

� Y
k2
µ X

n3
� )⇤Y k1

⌫ Y
k2
⌘ X

n3
✏

(�("�k2
� "

+
n3)� i⌘)(�("�k1

� "
+
n3)� i⌘)

+
(Xn1

� X
n2
⌘ Y

k3
� )⇤Xn1

✏ X
n2
µ Y

k3
⌫

(�("+n2 � "
�
k3
) + i⌘)(�("+n1 � "

�
k3
) + i⌘)

�
(Y k1

µ Y
k2
✏ X

n3
⌫ )⇤Y k1

⌘ Y
k2
� X

n3
�

(�("�k1
� "

+
n3)� i⌘)(�("�k2

� "
+
n3)� i⌘)

!
;

eU (3)
↵� (13b) =

eV (1)
↵�,��

⇣
(Xn1

� Y
k2
� )⇤tn1

k2
� (tn2

k1
)⇤Xn2

� Y
k1
�

⌘
; (C12)
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ADC(3) formalism is

M(ADC(3))
j↵ = M(ADC(2))

j↵ +M(IIa)
r↵ +M(IIb)

r↵ +M(IIc)
r↵ +M(IId)

q↵ +M(IId0)
r↵ +M(IIh)

q↵ +M(IIh0)
r↵ +M(IIl)

q↵ +M(IIo)
q↵ +M(IIe)

q↵

+M(IIe0)
r↵ +M(IIi)

q↵ +M(IIi0)
r↵ +M(IIm)

q↵ +M(IIn)
q↵ +M(IIp)

q↵ +M(IIq)
q↵ +M(IIr)

r↵ +M(IIs)
r↵ +M(IIt)

q↵ +M(IIu)
q↵ , (A1)

N(ADC(3))
↵k = N(ADC(2))

↵k +N(IIa)
↵s +N(IIb)

↵s +N(IIc)
↵s +N(IId)

↵u +N(IId0)
↵s +N(IIh)

↵u +N(IIh0)
↵s +N(IIl)

↵u +N(IIo)
↵u +N(IIe)

↵u

+ N(IIe0)
↵s +N(IIi)

↵u +N(IIi0)
↵s +N(IIm)

↵u +N(IIn)
↵u +N(IIp)

↵u +N(IIq)
↵u +N(IIr)

↵s +N(IIs)
↵s +N(IIt)

↵u +N(IIu)
↵u , (A2)

Cjj0 = Cpp
rr0 +Cph

rr0 +C3N
rr0 +Cpp

rq0 +Cph
rq0 +Cpp

qq0 +Cph
qq0 +Chh

qq0 +C3N(I)
rq0 +C3N(II)

rq0 +C3N(III)
qq0

+ C3N(IV )
qq0 +C3N(V )

qq0 +C
eUp
rr0 +C

eUh
rr0 +C

eUp
qq0 +C

eUh
qq0 , (A3)

Dkk0 = Dhh
ss0 +Dhp

ss0 +D3N
ss0 +Dpp

su0 +Dhp
su0 +Dhh

uu0 +Dhp
uu0 +Dpp

uu0 +D3N(I)
su0 +D3N(II)

su0 +D3N(III)
uu0

+ D3N(IV )
uu0 +D3N(V )

uu0 +D
eUh
ss0 +D

eUp
ss0 +D

eUp
uu0 +D

eUh
uu0 . (A4)

For the coupling matrices Mj↵ and N↵k, the list of terms truncated at the ADC(3) level is composed by sets of
ADC(2) terms, defined in Eqs. (33, 36) and in Eqs. (34, 37) for the forward-in-time and backward-in-time self-energy
respectively; sets of terms from (IIa) to (IIc) appearing at third order of the ADC, presented in Eqs. (52, 53, 56)
and in Eqs. (54, 55, 57), which contain only 2p1h and 2h1p configurations; and those terms from (IId) to (IIo) with
3p2h and 3h2p ISCs, introduced in Eqs. (66-69, 74-75) and in Eqs. (70-73, 76-77). Other terms with 3p2h and 3h2p
ISCs, denoted with superscripts from (IIe) to (IIq), are defined in Eqs. (A5-A20) below. Moreover, in Eqs. (A1-A2)
we find additional terms, that must be added to the ADC(3) when the single-particle propagator used to construct
self-energy diagrams is uncorrelated, i.e. when one works with a non-skeleton expansion. For coupling matrices, these
additional terms are denoted with superscripts ranging from (IIr) to (IIu). Their explicit expressions will be given in
Appendix C 2.

Interaction matrices appear at third order in the ADC, as listed in Eqs. (A3-A4). The first three terms thereof
connecting to 2p1h and 2h1p configurations, are given in Eqs. (58-59, 62) for forward-in-time diagrams and in Eqs. (60-

61, 63) for backward-in-time ones. Other matrices required to link 3p2h (3h2p) ISCs are denoted by Cpp
rq0 , ...,C

3N(V )
qq0

(Dpp
su0 , · · · ,D3N(V )

uu0 ). They will be given below in Eqs. (A21-A25, A31-A35) (Eqs. (A26-A30, A36-A40)). Finally, ad-
ditional four interaction matrices introduced in Appendix C 2 for the non-skeleton expansion are specified in Eqs. (A3-
A4) through the superscript eU .

1. Coupling matrices with two e↵ective 2NFs

In Fig. 5e we find the following coupling matrices,

M(IIe)
q↵ ⌘ �

p
3

6
P123

⇣
t
n3n6
k4k5

Xn1
µ Xn2

⌫ (Xn6
� )⇤ eV⌫µ,↵�

⌘
,

(A5)
and

N(IIe)
↵u ⌘ �

p
3

6
eV↵�,µ⌫ P123

⇣
(Yk6

� )⇤Yk1
µ Yk2

⌫ t
n4n5
k3k6

⌘
, (A6)

for the forward-in-time and backward-in-time Goldstone
diagrams, respectively.

2. Coupling matrices with one e↵ective 2NF and
one interaction-irreducible 3NF

Diagrams in Fig. 5e contains also an interaction-
irreducible 3NF, therefore another coupling matrix can
be obtained from the corresponding Goldstone diagrams.
For the forward-in-time and backward-in-time parts we

have,

M(IIe0)
r↵ ⌘

p
2

4
t
n4n5
k3k6

Xn1
µ Xn2

⌫

⇣
Yk6
� Xn4

⇢ Xn5
⌘

⌘⇤
Wµ⌫�,↵⇢⌘ ,

(A7)
and

N(IIe0)
↵s ⌘

p
2

4
W↵⇢⌘,µ⌫� (Yk4

⇢ Yk5
⌘ )⇤Yk1

µ Yk2
⌫ (Xn6

� )⇤tn3n6
k4k5

,

(A8)
respectively.
Also diagrams in the second and third row of Fig. 5

feature coupling matrices with 2NFs and interaction-
irreducible 3NFs. We list them below considering both
forward- and backward-in-time contributions. In the
Goldstone diagrams of the term in Fig. 5i we have,

M(IIi)
q↵ ⌘

p
3

12
A45

⇣
t
n1n2n3
k5k6k7

�
Yk6
µ Yk7

⌫

�⇤ Yk4
�

eVµ⌫,↵�

⌘
,

(A9)
and

N(IIi)
↵u ⌘

p
3

12
A45

⇣
eV↵�,µ⌫ Xn4

� (Xn6
µ Xn7

⌫ )⇤ tn5n6n7
k1k2k3

⌘
.

(A10)
In the Goldstone diagrams of the term in Fig. 5m we

22

Finally, the coupling matrix N(IIc)
↵s of Eq. (57) is found in the backward-in-time diagram of Fig. 2c and contains a

3NF. It has the following form in the angular momentum coupling representation,

N(IIc)
as̃ ⌘ �(jk1 , jk2 , J12)�(J12, jn3 , j↵)

X

J45J 0

X

ñ4ñ5

k̃6

X

vm
l

�(jn5 , jn6 , J56)�(J56, jk4 , j↵)

⇥(�1)j↵�m↵
(�1)j↵+2jn3+jk4�J56+2J 0

p
1 + �k̃1k̃2

Ĵ12

ĵ↵

(2J 0 + 1)

(
jn3 J45 J

0

jk4 J12 j↵

)
p
1 + �alV̄

J56
al,mv

⇥

⇣
X ñ5

m �
(⇡jq)
mn5 X ñ6

v �
(⇡jq)
vn6 � (�1)jn5+jn6�J56 X ñ5

v �
(⇡jq)
vn5 X ñ6

m �
(⇡jq)
mn6

⌘⇤

(1 + �ñ5ñ6)
p
1 + �mv

⇣
Y k̃4
l �

(⇡jq)
lk4

⌘⇤
t
ñ5ñ6ñ3,J56J

0

k̃1k̃2k̃4,J12
. (B29)

c. Interaction matrices with 2p1h and 2h1p ISCs

The interaction matrix Cr̃r̃0 can connect 2p1h propagators through particle-particle, particle-hole and 3NFs, ac-
cording to the terms

Cr̃r̃0 ⌘ Cpp
r̃r̃0

+Cph
r̃r̃0

+C3N
r̃r̃0 , (B30)

which have been introduced in Eqs. (58), (59) and (62), respectively.
The particle-particle interaction matrix results from the diagram in Fig. 2a. Using the angular momentum coupling

of Eq. (B14) we have:

Cpp
r̃r̃0

⌘ �(jn1 , jn2 , J12)�(jk3 , J12, Jr)�(jn4 , jn5 , J12)�(jk6 , J12, Jr)

⇥�J12J45�k̃3k̃6

X

mv
lp

X ñ1
m �

(⇡jq)
mn1 X ñ2

v �
(⇡jq)
vn2 � (�1)jn1+jn2�J12X ñ1

v �
(⇡jq)
vn1 X ñ2

m �
(⇡jq)
mn2p

1 + �ñ1ñ2

p
1 + �mv

⇥V̄
J12
mv,lp

⇣
X ñ4

l �
(⇡jq)
ln4

X ñ5
p �

(⇡jq)
pn5 � (�1)jn4+jn5�J12 X ñ4

p �
(⇡jq)
pn4 X ñ5

l �
(⇡jq)
ln5

⌘⇤

p
1 + �lp

p
1 + �ñ4ñ5

. (B31)

The particle-hole Cph
r̃r̃0

comes from the ring diagram in Fig. 2b, which contains four terms owing to the antisym-
metrization specified in Eq. (59),

Cph
r̃r̃0

⌘ �(jn1 , jn2 , J12)�(jk3 , J12, Jr)�(jn4 , jn5 , J45)�(jk6 , J45, Jr)
1

2

X

mv
p l

X

J

Ĵ12 Ĵ45 (2J + 1)p
1 + �ñ1ñ2

p
1 + �ñ4ñ5

⇥
 8><

>:

jn1 jn2 J12

jn5 J jk3

J45 jk6 Jr

9
>=

>;
X ñ2

v �
(⇡jq)
vn2

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ5

l �
(⇡jq)
ln5

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ1ñ4

� (�1)jn1+jn2�J12

8
><

>:

jn2 jn1 J12

jn5 J jk3

J45 jk6 Jr

9
>=

>;
X ñ1

v �
(⇡jq)
vn1

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ5

l �
(⇡jq)
ln5

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ2ñ4

�(�1)jn4+jn5�J45

8
><

>:

jn1 jn2 J12

jn4 J jk3

J45 jk6 Jr

9
>=

>;
X ñ2

v �
(⇡jq)
vn2

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ4

l �
(⇡jq)
ln4

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ1ñ5

+(�1)jn1+jn2�J12(�1)jn4+jn5�J45

⇥

8
><

>:

jn2 jn1 J12

jn4 J jk3

J45 jk6 Jr

9
>=

>;
X ñ1

v �
(⇡jq)
vn1

Y k̃6
p �

(⇡jq)
pk6

p
1 + �mvV

J
mv,pl

p
1 + �pl

⇣
X ñ4

l �
(⇡jq)
ln4

Y k̃3
m �

(⇡jq)
mk3

⌘⇤
�ñ2ñ5

!
. (B32)



Reaching (Gorkov – 3NF – higher ordes…) is a mess

Gorkov at 2nd order and
ONLY NN forces:

Gorkov at 3rd order and ONLY NN forces:
pp/hh-ladders:

hh-interactions (hh int. among pp ladders!!!)

ph-rings:

Automatic generation of diagram needed 

for 3NF and beyond… 

è
F. Raimondi and P. Arthuis, in progress….

V. SOMÀ, T. DUGUET, AND C. BARBIERI PHYSICAL REVIEW C 84, 064317 (2011)

FIG. 3. Second-order anomalous self-energies !21 (2′) (left) and
!21 (2′′) (right). See Fig. 1 for conventions.

expressions, let us introduce useful quantities

Mk1k2k3
a ≡

∑

ijk

V̄akij U k1
i U k2

j V̄k3
k , (69a)

Pk1k2k3
a ≡

∑

ijk

V̄ak̄ij̄ U k1
i Vk2

k Ū k3
j = Mk1k3k2

a , (69b)

Rk1k2k3
a ≡

∑

ijk

V̄ak̄īj Vk1
k U k2

j Ū k3
i = Mk3k2k1

a , (69c)

and

N k1k2k3
a ≡

∑

ijk

V̄akij Vk1
i Vk2

j Ū k3
k , (70a)

Qk1k2k3
a ≡

∑

ijk

V̄ak̄ij̄ Vk1
i U k2

k V̄k3
j = N k1k3k2

a , (70b)

Sk1k2k3
a ≡

∑

ijk

V̄ak̄īj U k1
k Vk2

j V̄k3
i = N k3k2k1

a , (70c)

in terms of which second-order self-energies are expressed
below. Using relations (41) one shows that

M̄k1k2k3
a = ηa Mk1k2k3

ã , (71a)

P̄k1k2k3
a = ηa Pk1k2k3

ã , (71b)

R̄k1k2k3
a = ηa Rk1k2k3

ã , (71c)

and

N̄ k1k2k3
a = −ηa N k1k2k3

ã , (72a)

Q̄k1k2k3
a = −ηa Qk1k2k3

ã , (72b)

S̄k1k2k3
a = −ηa Sk1k2k3

ã . (72c)

Given that P and R can be obtained from M through odd
permutations of indices {k1, k2, k3} and taking into account
the symmetries of interaction matrix elements, one can prove
that such quantities display the properties

∑

k1k2k3

Mk1k2k3
a Mk1k2k3

b

∗ = +
∑

k1k2k3

Pk1k2k3
a Pk1k2k3

b

∗

= +
∑

k1k2k3

Rk1k2k3
a Rk1k2k3

b

∗
, (73a)

and
∑

k1k2k3

Mk1k2k3
a Pk1k2k3

b

∗ = +
∑

k1k2k3

Mk1k2k3
a Rk1k2k3

b

∗

= +
∑

k1k2k3

Pk1k2k3
a Mk1k2k3

b

∗

= −
∑

k1k2k3

Pk1k2k3
a Rk1k2k3

b

∗

= +
∑

k1k2k3

Rk1k2k3
a Mk1k2k3

b

∗

= −
∑

k1k2k3

Rk1k2k3
a Pk1k2k3

b

∗
. (73b)

Similarly, for N , Q, and S one has
∑

k1k2k3

N k1k2k3
a

∗ N k1k2k3
b = +

∑

k1k2k3

Qk1k2k3
a

∗ Qk1k2k3
b

= +
∑

k1k2k3

Sk1k2k3
a

∗ Sk1k2k3
b , (74a)

and
∑

k1k2k3

N k1k2k3
a

∗ Qk1k2k3
b = +

∑

k1k2k3

N k1k2k3
a

∗ Sk1k2k3
b

= +
∑

k1k2k3

Qk1k2k3
a

∗ N k1k2k3
b

= −
∑

k1k2k3

Qk1k2k3
a

∗ Sk1k2k3
b

= +
∑

k1k2k3

Sk1k2k3
a

∗ N k1k2k3
b

= −
∑

k1k2k3

Sk1k2k3
a

∗ Qk1k2k3
b . (74b)

Analogous properties can be derived for terms mixing
{M,P,R} and {N ,Q,S}.

Let us now consider !11, whose second-order contribu-
tions, evaluated in Eqs. (B17) and (B19), can be written as

!
11 (2′)
ab (ω)

= 1
2

∑

k1k2k3

{
Mk1k2k3

a

(
Mk1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
N̄ k1k2k3

a

)∗ N̄ k1k2k3
b

ω + Ek1k2k3 − iη

}

,

(75)

!
11 (2′′)
ab (ω)

= −
∑

k1k2k3

{
Mk1k2k3

a

(
Pk1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
N̄ k1k2k3

a

)∗ Q̄k1k2k3
b

ω + Ek1k2k3 − iη

}

,

(76)

where the notation Ek1k2k3 ≡ ωk1 + ωk2 + ωk3 has been intro-
duced. Summing the two terms and using properties (73) and
(74) one obtains

!
11 (2′+2′′)
ab (ω)

=
∑

k1k2k3

{
Ck1k2k3

a

(
Ck1k2k3

b

)∗

ω − Ek1k2k3 + iη
+

(
D̄k1k2k3

a

)∗ D̄k1k2k3
b

ω + Ek1k2k3 − iη

}

, (77)

where

Ck1k2k3
a ≡ 1√

6

[
Mk1k2k3

a − Pk1k2k3
a − Rk1k2k3

a

]
, (78a)

Dk1k2k3
a ≡ 1√

6

[
N k1k2k3

a − Qk1k2k3
a − Sk1k2k3

a

]
. (78b)

Notice that from Eqs. (71) and (72) follow C̄k1k2k3
a =

+ηa Ck1k2k3
ã and D̄k1k2k3

a = −ηa Dk1k2k3
ã . All other second-order

064317-10



Order 0 1 2 3 4 5

0/2/4-leg vertex General 1 2 8 59 568 6 805

HFB vacuum 1 1 1 10 82 938

0/2/4/6-leg vertex General 1 3 23 396 10716 + 100 000

HFB vacuum 1 2 8 77 5 055 + 100 000

Github-hosted open-source code ADG

https://github.com/adgproject/adg

P. Arthuis, T. Duguet, A. Tichai, R.-D. Lasseri, J.-P. Ebran, CPC 40 (2019) 

Symmetry-broken many-body perturbation theory
expanded in imaginary time:

Automated generation of BMBPT diagrams

Tree structure
of B-MBPT
diagrams:



Goal: Drawing of self-energy Feynman diagrams and derivation of corresponding 
algebraic expressions are performed automatically

Background: ADG of the BMBPT expansion (P. Arthuis et al Comp. Phys. Comm. 240, 202 (2019)) 

Feynman rules for 
Gorkov’s self-energy
(V. Somà et al . Phys. Rev. C 

84, 064317 (2011))

• Symbolic computation 
(Python)

• Graph theory 
(NetworkX package)
• Formatting and drawing tools

(LaTeX, TikZ package)

Features:
• Reach arbitrary order in the self-energy expansion 
• Different treatments of the self-energy enabled: 

perturbative/nonperturbative(ADC); Dyson/Gorkov; interaction reducible/irreducible, 
etc

• Faster and less error-prone than “human” derivation

Status:
• Drawing of the valid self-energy Feynman diagrams at arbitrary 

order completed 
• Implementation of the rules to obtain algebraic expressions for the 

diagrams in progress
Work in progress by F. Raimondi, CEA, Saclay

Automatic Diagrammatic Generation (ADG) of the self-energy

G-ADC(1)

G-ADC(2)

G-ADC(3) 

G-ADC(N) 



Ab-initio Nuclear Computation & BcDor code 

  From here you can download a public version of my self-consistent Green’s function (SCGF) code for
nuclear physics. This is a code in J-coupled scheme that allows the calculation of the single particle
propagators (a.k.a. one-body Green’s functions) and other many-body properties of spherical nuclei.
   This version allows to:

- Perform Hartree-Fock calculations.
- Calculate the the correlation energy at second order in perturbation theory (MBPT2).
- Solve the Dyson equation for propagators (self consistently) up to second order in the self-energy.
- Solve coupled cluster CCD (doubles only!) equations.

  When using this code you are kindly invited to follow the creative commons license agreement, as
detailed at the weblinks below.  In particular, we kindly ask you to refer to the publications that led the
development of this software.

Relevant references (which can also help in using this code) are:
   Prog. Part. Nucl. Phys. 52, p. 377 (2004),
   Phys. Rev. A76, 052503 (2007),
   Phys. Rev. C79, 064313 (2009),
   Phys. Rev. C89, 024323 (2014).

Welcome

Download

Documentation

 This work is licensed under a Creative Commons Attribution 3.0 Unported License.

Computational Many-Body Physics

Last updated: Wednesday 22nd July, 2015

Carlo Barbieri
Department of Physics, FEPS
University of Surrey
Guildford GU2 7XH
U.K.
E-mail :  C.Barbieri@surrey.ac.uk

Computational Many-Body Physics http://personal.ph.surrey.ac.uk/~cb0023/bcdor/bcdor/Comp_...
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Ab-initio Nuclear Computation & BcDor code 





Approaches in GF theory
Truncation
scheme:

Dyson formulation
(closed shells)

Gorkov formulation
(semi-/doubly-magic)

1st order: Hartree-Fock HF-Bogolioubov

2nd order: 2nd order 2nd order (w/ pairing)

. . . . . .

3rd and all-orders 
sums,
P-V coupling:

ADC(3)
FRPA
etc…

G-ADC(3)
…work in progress

This is a non-perturbative
all-orders resummation
— NOT a PT truncation!
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Reach of ab initio methods across the nuclear chart
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○ Since 2000’s
○ SCGF, CC, IMSRG
○ Polynomial scaling

○ Since 2010’s
○ GGF, BCC, MR-IMSRG
○ Polynomial scaling

⦿ Ab initio shell model

○ Since 2014
○ Effective interaction via CC/IMSRG
○ Mixed scaling

2018

○ Since 1980’s

○ Factorial scaling
○ Monte Carlo, CI, …

⦿ “Exact” approaches

⦿ Approximate approaches for open-shells

Evolution of ab initio nuclear chart

⦿ Approximate approaches for closed-shell nuclei

Slide, courtesy of V. Somà



Ab-initio Nuclear Computation & BcDor code 
BoccaDorata code:
(C. Barbieri 2006-16
V. Somà 2010-15

A. Cipollone 2011-14)

Code history:

- Provides a C++ class library for handling many-body
propagators (≈40,000  lines, MPI&OpenMP based).

- Allows to solve for nuclear spectral functions, many-body 
propagators, RPA responses, coupled cluster equations and 
effective interaction/charges for the shell model.

new Gorkov formalism for 
open-shell nuclei (at 2nd order)

Three-nucleon forces (≈60 cores, 
35 Gb but on the rise…)
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core functions and FRPA

Coupled clusters equations
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…  applications  … 

shell model charges&interactions (lowest order)

massively parallel…)
Gorkov at 3rd order (will become
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Use effective degrees of freedom: p,n,pions

Effective Field Theory:  Bridges the non-perturbative low-energy regime of QCD with forces
                                      among nucleons

L =
⇤

k

ck

�
Q

�b

⇥k

Have a systematic expansion of the Hamiltonian 
in terms of diagrams

Construct the most general Hamiltonian which is 
consistent with the chiral symmetry of QCD

(3NFs arise naturally at N2LO)

Chiral EFT for nuclear forces:
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FIG. 2: Single-particle energies of the neutron d5/2, s1/2 and
d3/2 orbitals measured from the energy of 16O as a function of
neutron number N . (a) SPE calculated from a G matrix and
from low-momentum interactions Vlow k. (b) SPE obtained
from the phenomenological forces SDPF-M [14] and USD-
B [15]. (c,d) SPE including contributions from 3N forces due
to∆ excitations and chiral EFT 3N interactions at N2LO [26].
The changes due to 3N forces based on ∆ excitations are
highlighted by the shaded areas.

sures N = 8, 14, 16, and 20. The evolution of the SPE
is due to interactions as neutrons are added. For the
SPE based on NN forces in Fig. 2 (a), the d3/2 orbital
decreases rapidly as neutrons occupy the d5/2 orbital,
and remains well-bound from N = 14 on. This leads
to bound oxygen isotopes out to N = 20 and puts the
neutron drip-line incorrectly at 28O. This result appears
to depend only weakly on the renormalization method
or the NN interaction used. We demonstrate this by
showing SPE calculated in the G matrix formalism [11],
which sums particle-particle ladders, and based on low-
momentum interactions Vlow k [12] obtained from chiral
NN interactions at next-to-next-to-next-to-leading order
(N3LO) [13] using the renormalization group. Both cal-
culations include core polarization effects perturbatively
(including diagram Fig. 3 (d) with the ∆ replaced by a
nucleon and all other second-order diagrams) and start
from empirical SPE [14] in 17O. The empirical SPEs con-
tain effects from the core and its excitations, including
effects due to 3N forces.
We next show in Fig. 2 (b) the SPE obtained from the

phenomenological forces SDPF-M [14] and USD-B [15]
that have been fit to reproduce experimental binding en-

ergies and spectra. This shows a striking difference com-
pared to Fig. 2 (a): As neutrons occupy the d5/2 orbital,
with N evolving from 8 to 14, the d3/2 orbital remains
almost at the same energy and is not well-bound out to
N = 20. The dominant differences between Figs. 2 (a)
and (b) can be traced to the two-body monopole compo-
nents, which determine the average interaction between
two orbitals. The monopole components of a general two-
body interaction V are given by an angular average over
all possible orientations of the two nucleons in orbitals lj
and l′j′ [16],

V mono
j,j′ =

∑

m,m′

⟨jm j′m′|V |jm j′m′⟩
/

∑

m,m′

1 , (1)

where the sum over magnetic quantum numbers m and
m′ can be restricted by antisymmetry (see [17, 18] for
details). The SPE of the orbital j is effectively shifted by
V mono
j,j′ multiplied by the occupation number of the orbital

j′. This leads to the change in the SPE and determines
shell structure and the location of the drip-line [17–20].
The comparison of Figs. 2 (a) and (b) suggests that the

monopole interaction between the d3/2 and d5/2 orbitals
obtained from NN theories is too attractive, and that the
oxygen anomaly can be solved by additional repulsive
contributions to the two-neutron monopole components,
which approximately cancel the average NN attraction
on the d3/2 orbital. With extensive studies based on NN
forces, it is unlikely that such a distinct property would
have been missed, and it has been argued that 3N forces
may be important for the monopole components [21].
Next, we show that 3N forces among two valence neu-

trons and one nucleon in the 16O core give rise to repul-
sive monopole interactions between the valence neutrons.
While the contributions of the FM 3N force to other
quantities can be different, the shell-model configurations
composed of valence neutrons probe the long-range parts
of 3N forces. The repulsive nature of this 3N mechanism
can be understood based on the Pauli exclusion princi-
ple. Figure 3 (a) depicts the leading contribution to NN
forces due to the excitation of a ∆, induced by the ex-
change of pions with another nucleon. Because this is
a second-order perturbation, its contribution to the en-
ergy and to the two-neutron monopole components has
to be attractive. This is part of the attractive d3/2-d5/2
monopole component obtained from NN forces.
In nuclei, the process of Fig. 3 (a) leads to a change of

the SPE of the j,m orbital due to the excitation of a core
nucleon to a ∆, as illustrated in Fig. 3 (b) where the ini-
tial valence neutron is virtually excited to another j′,m′

orbital. As discussed, this lowers the energy of the j,m
orbital and thus increases its binding. However, in nuclei
this process is forbidden by the Pauli exclusion princi-
ple, if another neutron occupies the same orbital j′,m′,
as shown in Fig. 3 (c). The corresponding contribution
must then be subtracted from the SPE change due to
Fig. 3 (b). This is taken into account by the inclusion

Need at LEAST 3NF!!!
(“cannot” do RNB physics without…)

Single particle spectrum at Efermi:

Saturation of nuclear matter:

[T. Otsuka et al.,
Phys Rev. Lett 105, 
032501 (2010)]

[A. Carbone et al., 
Phy.s Rev. C 88, 044302  (2013)]

SYMMETRIC NUCLEAR MATTER WITH CHIRAL THREE- . . . PHYSICAL REVIEW C 88, 044302 (2013)

Note that the N2LO potential yields a poorer reproduction of
the phase shifts for selected partial waves compared to the
richer N3LO force.

Most nuclear matter calculations using chiral forces have
been performed within a perturbative framework starting
from evolved interactions. In Ref. [43], convergence has
been analyzed order by order in many-body perturbation
theory. Results have been obtained up to third order, including
particle-particle and hole-hole propagation [43]. In principle,
the equation of state should be independent of the evolution
scales in the 2NF and the 3NF. Moreover, in the perturbative
regime, results should only be mildly dependent on the order in
perturbation theory. Our nonperturbative calculations include
contributions to all orders and hence are neither limited to the
perturbative regime nor dependent on the order of perturbation
theory. If the diagrammatic summation is complete, it should
lead to scale-invariant results.

We test this hypothesis by performing calculations at
different evolution scales, in both the two- and the three-
body sectors. We evolve the 2NF using a free-space SRG
transformation [37]. The transformation renormalizes the 2NF,
suppressing off-diagonal matrix elements and giving rise to
a universal low-momentum interaction. The SRG evolution
flow also induces many-body forces, which should be taken
into account to keep the calculation complete. Following the
philosophy of Ref. [43], we incorporate the effect of induced
forces through the refitting of the cD and cE LECs to the 3H
binding energy and 4He matter radius. We use the values given
in Table I of [43]. Note that in this process we assume that
the operatorial and momentum structures of the original and
the induced 3NFs are the same. Furthermore, we explore the
dependence of our results on the 3NF cutoff, !3NF, appearing
in the density-dependent 2NF. A more complete calculation
would require running a SRG evolution including the 3NF [41].

We present the results of this exploration in Fig. 8.
Numerical calculations obtained using the SRG on the 2NF
have a saturation point which is much closer to the empirical
value when compared to the original force. Moreover, if
the 2NF has been SRG-evolved, the results are somewhat
independent of the cutoff. Overall, one can say that the
more the 2NF is evolved downward, the more attractive the
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FIG. 8. (Color online) SCGF results for the energy per nucleon
of SNM as a function of the density at a temperature of T = 5 MeV.
Different lines represent different choices of cutoffs for the 2NF, λ,
and the 3NF, !3NF.

saturation curve becomes. This effect is a consequence of the
shift in importance between the 2NF and the induced 3NF
associated with the SRG. There is also a small dependence on
!3NF, but the differences agree well with those presented in
Ref. [43].

The large differences between the results obtained with
evolved and unevolved forces is striking. If correlations and
induced many-body forces had been fully taken into account,
one would have expected a much closer agreement between
the results. This difference might indicate that the assumptions
associated with induced 3NFs are not necessarily robust.
Missing induced three-body forces, which up to now have
not been included in SNM calculations, could resolve this
discrepancy. Alternatively, the difference is also an indication
of missing many-body effects such as, for instance, higher
orders in the treatment of the 3NF. It must be emphasized that
the present way to proceed when applying SRG evolution
in infinite matter should be improved by carrying out the
evolution on a full Hamiltonian with both two- and three-body
forces. Recently, improvements toward the solution of this
problem have been presented for calculations in pure neutron
matter [41], where a full Hamiltonian has been consistently
evolved. All in all, our results seem to contradict the idea that
induced 3NFs can be treated simply in nuclear matter.

In terms of evolved interactions, our nonperturbative
calculations can be used to check whether the perturbative
regime is actually reached. To this end, we compare, in
Fig. 9, our results to the perturbative calculations presented
in Ref. [43]. The BHF and SCGF calculations have been
performed with a SRG-evolved 2NF and a 3NF with the same
cut-offs, λ/!3NF = 2.0/2.0 fm−1. Whereas the Brueckner
results have been obtained with a zero-temperature code, the
SCGF calculations have been extrapolated to zero temperature
by means of a simple procedure. At low temperatures,
the Sommerfeld expansion indicates that the effect of tem-
perature is quadratic and is the same, but with opposite sign,
for the energy and the free energy [47]. Consequently, the
semi-sum of both thermodynamical potentials is an estimate
of the zero-temperature energy. We obtain an extremely
good agreement between both many-body approaches and
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FIG. 9. (Color online) Comparison of results for the energy per
nucleon of SNM obtained with different approaches using the same
SRG-evolved 2NF and a 3NF. Circles correspond to extrapolated
SCGF results, whereas squares are BHF calculations at T = 0 MeV.
Diamonds correspond to the results of Hebeler et al. [43].
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Realistic nuclear forces form Chiral EFT



Benchmark of ab-initio methods for oxygen isotopic chain Benchmarking di!erent ab-initio methods in the 
oxgyen chain

!

Hebeler,'Holt,'Menendez,'Schwenk,''Ann.'Rev.'Nucl.'Part.'Sci.'in'press'(2015)'

Calcula7ons'based'on'
chiral'NN'and'3NF'forces.'
Con7nuum'not'taken'into'
account''

N3LO (Λ = 500Mev/c) chiral NN interaction evolved to 2N + 3N forces (2.0fm-1)
N2LO (Λ = 400Mev/c) chiral 3N interaction  evolved (2.0fm-1)
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A. Cipollone, CB, P. Navrátil, Phys. Rev. C 92, 014306 (2015)

Neutron spectral function of Oxygens

14O 16O 22O 24O 28O

Neutron quasiparticle
energies



à 3NF crucial for reproducing binding energies and driplines around oxygen

à cf. microscopic shell model [Otsuka et al, PRL105, 032501 (2010).]

N3LO (Λ = 500Mev/c) chiral NN interaction evolved to 2N + 3N forces (2.0fm-1)
N2LO (Λ = 400Mev/c) chiral 3N interaction  evolved (2.0fm-1)

A. Cipollone, CB, P. Navrátil, Phys. Rev. Lett. 111, 062501 (2013)
and Phys. Rev. C 92, 014306 (2015)

Results for the N-O-F chains
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Using the G-matrix for 
renormalizing SRC

(i.e., using potentials with hard cores)

• Strong short-range cores require “renormalizing” the 
interaction:
– G-matrix, SRG, Lee Suzuki, Bloch-Horowitz, …

• Long-range correlations à FRPA/ADC(3) !!



Treating short-range correlations directly… 

• Non perturbative expansion of the self-energy:

static part
energy dep. part

R(2p1h)S«(w) = R(2h1p)



Treating short-range correlations directly… 

• Non perturbative expansion of the self-energy:

• 2 nucleons in free space: à solve for the scatt. matrix…
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R(2p1h)S«(w) = R(2h1p)



Treating short-range correlations directly… 

• Non perturbative expansion of the self-energy:

static part
energy dep. part

R(2p1h)S«(w) = R(2h1p)

• 2 nucleons in medium: à resum pp ladders…

G(w)
G(w)

= +Γ(ω ) ≈V +V [1− n(ka )][1− n(kb )]
ω − (ka

2 + kb
2 ) / 2m+ iη

Γ(ω )



Treating short-range correlations directly… 

• Non perturbative expansion of the self-energy:

static part
energy dep. part

R(2p1h)S«(w) = R(2h1p)

• Identify the pp resummations (which account for short 
range correlations) in the expansion of R(w):

S«(w) =
G(w)

+ + …

(long-range
effects)

•Inside the MS:
àladders already 
accouted by FRPA

•Outside the MS:
à one still NEEDS to 
resum ladders



Treating short-range corr. with a G-matrix 

• The short-range core can be treated by resumming
ladders outside the model space:

G(w)
G(w)

= +
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Γ(ω ) ≈V +V [1− n(ka )][1− n(kb )]
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Treating short-range corr. with a G-matrix 

• The short-range core can be treated by resumming
ladders outside the model space:
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Treating short-range corr. with a G-matrix 

• The short-range core can be treated by summing 
ladders outside the model space:
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QVVG
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+=

S«(w) =
G(w)

+ +

(long-range 
effects)

F-RPA + …

+ F-RPA= + …
G(w)

…

Q

P



Treating short-range corr. with a G-matrix 

• The short-range core can be treated by summing 
ladders outside the model space:

G(w)
=

Near EF: long-range / SM-like physics
à stronger eff. interaction

Deeply bound “orbits”: binding!
the  HF mean-field is weaker

è It is NOT optimal to fix the starting energy in G(w) 
at the HF/mean field level !!



Koltun sum rule (with NNN interactions):
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0 � EN�1
n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]
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=

Z ✏�F

�1
d! ! Sh(↵,!)
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0 i ,

where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives

I↵ = h N
0 |

X
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T↵� a
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get

X

↵

I↵ = h N
0 |T̂ | N

0 i + 2h N
0 |V̂ | N

0 i + 3h N
0 |Ŵ | N

0 i .

(34)
The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =

Z ✏�F

�1
d!

X

↵�

T↵�ImG�↵(!) . (35)

To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:

EN
0 =

1

3
h N

0 |bV | N
0 i (36)

1
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14

�⌃?�W�
↵� (!) =� (i~)3

4

Z
d!1

2⇡

Z
d!2

2⇡

Z
d!3

2⇡

Z
d!4

2⇡

Z
d!5

2⇡

X

��⌫

X

µ✏�⇠⌘✓

X

�⌧�

(31)

⇥
�4↵�,�⌫(!,!1 + !2 + !3 � !4 � !5;!1,!2)G�µ(!1)G⌫✏(!2)

Wµ✏�,⇠⌘✓G⇠�(!4)G⌘⌧ (!5)G✓�(!1 + !2 + !3 � !4 � !5)�
4
�⌧,��(!4,!5;!,!3)G��(!3)

⇤
,

�4�pt

�4�pt

FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]
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with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0 � EN�1
n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
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integral [3]
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where T represents in general the 1B part of the hamil-
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
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rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
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through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN
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n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
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integral [3]
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where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get
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The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:
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To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:
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Eqs. (36) and (37) are both exact. Which one should be
emploied in actual calculations mostly depend on the ac-
curacy with which one can evaluate the expectation val-
ues of h N

0 |bV | N
0 i and h N

0 |cW | N
0 i. In general the latter

is a smaller contribution, which makes the overall error
smaller for Eq. (37). This was the approach recently used
in both finite nuclei and infinite nucleon clatter [31, 32].

There it was found that evaluating h N
0 |cW | N

0 i at first
order in terms of dressed propagators leads to satisfac-
tory results. However, accuracy is lost if free propaga-
tors, G(0) are used instead. Eq. (36) may become useful
in calculation of infinite matter, in which the �4�pt is cal-
culated non perturbatively, and thus expectation values
of 2B operators might be obtained to good accuracy.

V. CONCLUSIONS

We have presented an extended version of the self-
consistent Green’s functions approach to consistently in-
clude 3B interactions. Through the correct definition of
e↵ective potentials, we demonstrated how the inclusion of
the 3B interaction has to be performed in a di↵erent man-
ner between the 1B and 2B e↵ective terms. The e↵ective
operators, built through an inspired improved version of
normal ordering of the many-body hamiltonian, greatly
improve the enumeration of diagrams in the perturba-
tive expansion of the SP propagator. Furthermore they
prove to be strongly useful when rewriting the equation
for the 1B propagator in terms of the interaction � vertex
functions. We observed how these e↵ective operators fa-
cilitate the perturbative expansion of the SP propagator
grouping di↵erent contributions in single diagrams.

Solving the EOM for the SP propagator allowed us
to encounter a complete expression for the proper self-
energy including consistently 1B, 2B and 3B forces, which
correctly counts terms in the dressing of the SP propa-
gator when performing the iterative Dyson’s equation.
Through the hierarchy of EOM, we encountered a com-
plete expression for the 4-point � vertex function, which
embodies all higher order interacting contributions be-
yond the mean-field. Truncation to second order of this
function, together with a second order expression for the
6-point � function, provides the third order approxima-
tion for the irreducible self-energy, which proved to cor-
respond to diagrams obtained perturbatively in the dia-
grammatic expansion of the SP propagator.

We presented corrections for the energy of the many-
body ground state computed via means of the GMK sum-
rule. Two possible approaches have been proposed, which

require calculation of either the 2B or 3B operator mean-
value in the many-body ground state of the system. Cal-
culation performed using this extended SCGF formalism
have been presented recently. The inclusion of 3B nuclear
forces turn out to be crucial at the hour of calculating
ground state energies for nitrogen, oxygen and fluorine
isotopic chains [31]; the importance of 3B nuclear forces
have proved to be necessary not only in finite systems,
but even more in infinite systems, providing the neces-
sary repulsion for nuclear matter to get to saturation at
consistent values of energy/densities [32].

This expanded approach gives further credit to the
study of nuclear systems from a Green’s functions point
of view. The power embodied in this formalism lies in
the possibility of obtaining from one single many-body
approach, many relevant quantities for the description of
a quantum many-body system, from binding energies, to
thermodynamical behavior, to the description of trans-
port quantities, or pairing.

We consider this expanded approach an interesting tool
to study quantum many-body systems from an ab-initio
microscopic point of view, which can grasp the correlated
non perturbative behavior of the system.
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:

a�(t)a
†
�(t0) ⌘ h�N

0 |T
⇥
a�(t)a

†
�(t0)

⇤
|�N

0 i = i~G(0)
�� (t� t0) .

Applying the Wick’s theorem results in the following
Feynman rules.

Rule 1: Draw all, topologically distinct and connected
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Appendix A: Feynman diagrams rules for 2- and
3-body interactions

Non trivial symmetry factors can arise in diagrams
that include many-body interaction terms. This ap-
pendix reviews the corresponding Feynman rules both
in time and energy formulation, and gives some specific
examples.

The perturbartion formula of Eq. (7) is trivially gener-
alized to the one for p-body propagators, such as Eqs. (3)
and (4). At k-th order in perturbation theory, any con-
tribution from the time-ordered product in Eq. (7)—or
from its generalisation—is represented as a diagram with
2p external points and to k interacting vertexes all con-
nected by means of oriented lines. This lines arise from
contractions between annihilator and creator operators:

a�(t)a
†
�(t0) ⌘ h�N

0 |T
⇥
a�(t)a

†
�(t0)

⇤
|�N

0 i = i~G(0)
�� (t� t0) .

Applying the Wick’s theorem results in the following
Feynman rules.

Rule 1: Draw all, topologically distinct and connected
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FIG. 15. Diagrammatic representation of the self-energy cor-
rection �⌃?�W� given in Eq. (31).

which is also depicted in Fig. 15. Correspondingly, a
correction Eq. (30) should be considered when evaluation
the total energy through th eKoltun sum rule, Eq. (36).

Clearly, extensions to include 3BFs beyond the e↵ec-
tive eV are a completely virgin territory. And proper in-
vestigations of the problem should be made for those sys-
tems in which 3BFs play an important role, such has nu-
clear physics. The discussions in the above two sections
are certainly a good starting point to foster new initia-
tives to address this problem. [Aranu: MAYBE GOOD
FOR THE CONCLUSIONS???]

IV. GROUND STATE ENERGY

The formal expression of the SP propagator provides us
with the expression of the hole spectral function, which
includes information about the transition amplitude for
the removal of a particle from the many-body system;
through the definition of the theoretical spectroscopic
factor, the hole spectral function represents the direct
link between theory and experiment.

It can be defined as the probability at T = 0 MeV to
remove a particle from the many-body system with given
momentum k minor than the Fermi momentum and a
given energy ! = EN

0 � EN�1
n , leaving the system in an

excited state with N � 1 particles.
Knowledge of the hole spectral function enables the

computation of the energy of the many-body ground
state by means of the Galitskii-Migdal-Koltun (GMK)
sumrule [44, 45].

While being exact when only 2B interactions are con-
sidered in the hamiltonian of the system, the GMK sum-
rule needs to be revised when including 3B forces, in or-

der to correctly take into account the mean value of both
the 2B and 3B operators which appear in the Hamilto-
nian (see Eq. (1)). The sumrule is obtained solving the
integral [3]

I↵ =
1

⇡

Z ✏�F

�1
d! ! ImG↵↵(!) (32)

=

Z ✏�F

�1
d! ! Sh(↵,!)

= h N
0 |a†↵[a↵,Ĥ]| N

0 i ,

where the hamiltonian we are working with is the one
given in Eq. (1); evaluation of the last term on the right
side of Eq.32 gives

I↵ = h N
0 |

X

�

T↵� a
†
↵a

†
� (33)

+
1

2

X

���

V↵�,�� a
†
↵a

†
�a�a�

+
1
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X

�✏��⌘

W↵�✏,��⌘ a
†
↵a

†
�a

†
✏a⌘a�a� | N

0 i ,

where T represents in general the 1B part of the hamil-
tonian, which is not necessarily the kinetic operator only.
If we sum over all the SP states ↵ we get

X

↵

I↵ = h N
0 |T̂ | N

0 i + 2h N
0 |V̂ | N

0 i + 3h N
0 |Ŵ | N

0 i .

(34)
The expectation value of the 1B operator, T , can also be
extracted from the sole knowledge of the SP propagator:

hT̂ i =

Z ✏�F

�1
d!

X

↵�

T↵�ImG�↵(!) . (35)

To extrapolate the total energy mean value we now need
a third independent linear combination of hT̂ i, hV̂ i and
hŴ i. Depending on which linear combination chosen,
one is left with di↵erent expressions for the energy energy
of the ground state. The simplest thing is to evaluate the
expectation value of either the 2B and 3B parts, which
least to the following two corrections to the GMK sum
rule:

EN
0 =

1

3
h N

0 |bV | N
0 i (36)

1
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(Galitskii-Migdal) Koltun sumrule
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High-k and missing 
energy tail from SRC…
(currently neglected in 
calculating Koltun SR)



Treating short-range corr. with a G-matrix 

• The short-range core can be treated by summing 
ladders outside the model space:

G(w)
=

Two contributions to the derivative:
- is due to scattering to (high-k) states in the Q space
- accounts for low-energy (long range) correlations
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MORE, EKSTRÖM, FURNSTAHL, HAGEN, AND PAPENBROCK PHYSICAL REVIEW C 87, 044326 (2013)

particular we will consider

Vsw(r) = −V0 θ (R − r) [square well], (3)

Vexp(r) = −V0 e−(r/R) [exponential], (4)

Vg(r) = −V0 e−(r/R)2
[Gaussian], (5)

Vq(r) = −V0 e−(r/R)4
[quartic], (6)

where for each of the models we work in units with h̄ = 1,
reduced mass µ = 1, and express all lengths in units of R and
all energies in units of h̄2/µR2. For the realistic potential we
use the Entem-Machleidt 500 MeV chiral EFT N3LO potential
[7] and unitarily evolve it with the similarity renormalization
group (SRG). These potentials provide a diverse set of tests
for universal properties. Because we can go to very high h̄"
and N for the two-particle bound states (and therefore large
#UV), it is possible to always ensure that UV corrections are
negligible.

In Sec. II we determine a more accurate value for L than
L′

0 and show that the theoretically founded exponential form
of the extrapolation is favored over Gaussian or power-law
alternatives in practical applications. The accurate determina-
tion of the box radius L also allows us to compute scattering
phase shifts directly in the oscillator basis. The derivation of
the exponential form from Ref. [2] is extended in Sec. III
to show that it depends only on observable quantities, and is
therefore independent of the potential and has the same form
for excited states. These formal conclusions are tested with
model potentials and the deuteron with a realistic potential in
Sec. IV. In Sec. V we summarize our conclusions and discuss
the implications for applications to larger nuclei.

II. SPATIAL CUTOFF FROM HO BASIS TRUNCATIONS

In this section, we determine the spatial extent of a finite HO
basis. We start with empirical considerations before presenting
an analytical understanding. Finally, we use the knowledge of
the spatial extent to compute phase shifts and demonstrate that
the theoretically founded exponential extrapolation law can be
distinguished from other empirical choices.

A. Empirical determination of L

The derivation of the IR correction formula Eq. (1) in
Ref. [2] starts from the observation that a truncated harmonic
oscillator (HO) basis effectively acts at low energies to impose
a hard-wall boundary condition in coordinate space. In Fig. 1
we can see how this happens for a representative model
case, a square well potential Eq. (3) with s-wave radial
wave functions. In the top panel, the exact ground-state
radial wave function (dashed) is compared to the solution
in an oscillator basis truncated at N = 4 determined by
diagonalization (solid). The truncated basis cuts off the tail
of the exact wave function because the individual basis wave
functions have a radial extent that depends on h̄" (from
the Gaussian part) and on the largest power of r (from the
polynomial part). The latter is given by N = 2n + l. With
N = 4 and l = 0, this means that n = 2 gives the largest power.
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FIG. 1. (Color online) (a) The exact radial wave function (dashed)
for a square well Eq. (3) with depth V0 = 4 (and h̄ = µ = R = 1) is
compared to the wave function obtained from an HO basis truncated
at N = 4 with h̄" = 6 (solid). The spatial extent of the wave function
obtained from the HO basis truncation is dictated by the square of HO
wave function for the highest radial quantum number (dot-dashed).
(b) The wave functions obtained from imposing a Dirichlet boundary
condition at L0, L′

0, and L2 are compared to the wave function in
truncated HO basis.

The cutoff will then be determined by the n = 2 oscillator
wave function, uHO

n=2(r), whose square (which is the relevant
quantity) is also plotted in the top panel (dot-dashed). It is
evident that the tail of the wave function in the truncated basis
is fixed by this squared wave function. The premise of Ref. [2]
was that this cutoff is well modeled by a hard-wall (Dirichlet)
boundary condition at r = L. If so, the question remains how
best to quantitatively determine L given N and h̄". Before
we present an analytical derivation of this quantity in the next
subsection, we compare empirically L′

0 from Eq. (2) and

Li ≡
√

2(N + 3/2 + i)b (7)

with integer i, which includes L0 as a special case. In the
bottom panel of Fig. 1 we show the wave functions for
several possible choices for L. L0 corresponds to choosing
the classical turning point (i.e., the half-height point of the tail
of [uHO

n=2(r)]2); it is manifestly too small. Using L′
0, which is

the linear extrapolation from the slope at the half-height point,
gives an improved estimate. However, choosing i = 2 [i.e.,
using L = L2 =

√
2(N + 3/2 + 2)b] is found to be the best

choice in almost all examples.
The most direct illustration of this conclusion comes from

the bound-state energies. In the example in Fig. 1, the exact
energy (in dimensionless units) is −1.51 while the result for
the basis truncated at N = 4 is −1.33, which is therefore what
we hope to reproduce. With L0, the energy is −0.97, with L′

0
it is −1.21, and with L2 it is −1.29. While this is only one
example of a model problem, we have found that L2 always
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between high-momentum and low-momentum potential ma-
trix elements, thereby lowering the effective UV cutoff. Thus
these potentials are useful tools to assess the role of UV
corrections.

We first consider results with N and h̄! chosen to ensure
small UV corrections, as in all prior figures. All the quantities
on the right-hand side of formula Eq. (44) are invariant under
SRG evolution. Therefore, if it is an accurate representation
of the IR energy corrections from truncating the HO basis,
then the E(L2) vs L2 points for different SRG λ should lie
on the same curve. Figure 19 shows that this is the case, and
the curve is the same as for the unevolved potential in Fig. 18.
(Only selected points are plotted for readability.)

Finally, in Fig. 20 we relax the condition that the UV
corrections are small compared to IR corrections. In particular,
we fix N at 8 and 12 and scan through the full range of h̄!.
We observe that with increasing L2, each of the curves with
a given λ eventually deviates from the universal curve, first
with λ = 3.0 fm−1 and then later with decreasing λ or with
higher N . We can understand this in terms of the behavior
of the induced UV cutoff. For fixed N , Eq. (7) tells us that
increasing L2 means increasing b (or decreasing h̄!). But
at fixed N , #UV ∝ 1/b, so the UV cutoff will be decreasing
and the corresponding UV energy correction increasing. Thus
the curves at fixed λ correspond to the curves seen in
conventional plots of energy versus h̄! (e.g., see Ref. [8]).
The softer potentials (lower λ) will have lower intrinsic UV
cutoffs and therefore they are only affected for larger L2.
The minima for each λ are when IR and UV corrections are
roughly equal.
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FIG. 20. (Color online) The same SRG-evolved potentials as in
Fig. 19 are used to generate energies, but with N fixed at (a) 8 and
(b) 12 and no restriction on h̄!. Thus UV corrections are not neg-
ligible everywhere. The dashed and dot-dashed lines are predictions
from Eqs. (42) and (44). The horizontal dotted line is the deuteron
binding energy.

V. SUMMARY AND OUTLOOK

In this paper, we revisited the infrared (IR) correction
formula derived in Ref. [2] for a truncated harmonic oscillator
(HO) basis expansion, using the simplified case of a two-
particle system as a controlled theoretical laboratory. We used
simple model potentials and the deuteron calculated with
realistic potentials to extend and improve the IR formula. We
demonstrated analytically that the spectrum of the squared
momentum operator p2 in a finite oscillator basis is identical
to the one in a spherical box with a hard wall. The minimum
eigenvalue of p2 is (πh̄/L2)2, and this identifies L2 as the box
radius. While these results have been obtained in finite but
large oscillator spaces, they also hold in practical applications
in much smaller spaces. We showed how errors parametrized
in terms of an effective hard-wall radius L from different N
and h̄! combinations all lie on the same curve, but only if
the UV error is sufficiently small and, for smaller N , only if
L is defined as L2 [see Eq. (7)]. The determination of L2 as
the box radius also allows us to extract phase shifts from the
positive-energy solutions in the oscillator basis.

The fall-off with L2 of the IR correction to bound-state
energies is found to be an exponential independent of the
potential or whether a ground or excited states (or whether we
are in one or three dimensions). This conclusion is validated by
the derivation and testing of explicit formulas for the energy
corrections that depend only on on measurable bound-state
properties: the energy and residue of the bound-state pole
of the S matrix (or the binding momentum and asymptotic
normalization constant).

4 6 8 10 12 14
L2 [fm]

−8.0

−7.0

−6.0

−5.0

T
ri

to
n 

en
er

gy
 [

M
eV

]

λ = 2.2 fm
−1

λ = 2.0 fm
−1

λ = 1.8 fm
−1

λ = 1.5 fm
−1

FIG. 21. (Color online) Triton energy versus L2 (here calculated
with the deuteron-neutron reduced mass) for the two- and three-
nucleon potential in Ref. [27] unitarily evolved by the SRG to
four different resolutions (specified by λ) with the same binding
energy [27,28]. Only larger h̄! points are plotted to minimize the UV
contamination. The horizontal dotted line is the exact triton binding
energy for this interaction.
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Deuteron g.s. Energy
EM(500) – N3LO two-nucleon force
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Short-range repulsion in the 
HALQCD-type potentials can be
tamed correctly even for large nuclei.
C. McIlroy, CB, et al., Phys. Rev. C97, 021303(R) (2018) 
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Analysis of Brueckner HF
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Scattering of two nucleon in free space:
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Analysis of Brueckner HF
Scattering of two nucleons outside the Fermi sea (èBHF):
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Mixed SCGF–Brueckner approach
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Solve full many-body dynamics in model space (P+Q’) and the Goldstone’s
ladders outside it (i.e. in Q’’ only):
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The Faddeev random phase 
approximation method (FRPA)

CB et al., 
Phys. Rev. C63, 034313 (2001)
Phys. Rev. A76, 052503 (2007)
Phys. Rev. C79, 064313 (2009)



Approximations for the Self-energy
Diagrams of some common approximations for the
self- energy:

- 2nd

- ph “rings”

- pp “ladders”

- R2p1h

GW approach;
particle-vibration 
coupling

Pairing-like effects;
Used for nuclear 
matter

This is the most 
complete, including

both pp and ph 
correlations and 

their interference

Keep in mind 
that in certain 

cases these two 
interfere and 
should not be 

used separately 
from each 

other…



Faddeev RPA method
The following two diagram can be equally important. However 
summing them would not work well:
-They both contain            , which would be over counted
-They would not interfere…

So, the following is NOT good:

NO!!!!!



Self-energy and 2p1h/2h1p propagator
Graphic representation of the 2p1h/2h1p irreducible 
propagator R(ω):

g2p1h-1p

a β γ

g1p-2p1h

µ ν λ

a β γ

µ ν λ

g2p1h

a β γ

µ ν λ

R(2p1h/2h1p) = -

Propagation of 3 
excitations

Subtract the 
contribution in 

which a particle-
hole anihilate each 

other à The Dyson 
equation will 

account for it!



Self-energy and 2p1h/2h1p propagator

Using the EOM of both t and t’, one finds again the Dyson 
equation with self-energy given (in a symmetric form) by

where: Irreducible 
2p1h/2h1p 
propagator



Faddeev RPA method
Thus, to include both “ladder” and “ring” correlations one must 
calculate the full 2p1h/2h1p propagator

In general this is exact if one can calculate the full 6-points 
Green’s function (see lecture of Apr. 13th):

g2p1h-1p

a β γ

g1p-2p1h

µ ν λ

a β γ

µ ν λ

g2p1h

a β γ

µ ν λ

R(2p1h/2h1p) = -



Faddeev RPA method
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation:

However, this depends on 4-tmes (3 frequancies) and it is 
much more complicatde than the p-h Bethe-Salpeter.



Faddeev RPA method
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation:

However, this depends on 4-tmes (3 frequancies) and it is 
much more complicatde than the p-h Bethe-Salpeter.



Faddeev RPA method
The full 2p1h/2h1p polarization propagator also satisfies a 
Bethe-Salpeter-like equation:

Strategy: solve each “pp” and “ph” channel separately, by 
solving the (simpler) DRPA equations. Then couple to a third 
line and mix the corresponding amplitudes è Faddeev eqs.!!



Faddeev equations for the 2h1p motion

References: CB, et al., Phys. Rev. C63, 034313 (2001); Phys. Rev. A76, 052503 (2007)
Phys. Rev. C79, 064313 (2009)

Strategy: solve each “pp” and “ph” channel separately, by solving 
the (simpler) DRPA equations. Then couple to a third line and mix 
the corresponding amplitudes è Faddeev eqs.!!



FRPA: Faddeev summation of RPA propagators

TDA

RPA

•Both pp/hh (ladder) and
ph (ring) response included
•Pauli exchange at 2p1h/2h1p 
level

•All order summation through a 
set of Faddeev equations

where:

References: CB, et al., Phys. Rev. C63, 034313 (2001); Phys. Rev. A76, 052503 (2007)
Phys. Rev. C79, 064313 (2009)



Phys. Rev. C63, 034313 (2001); Phys. Rev. C65, 064313 (2002)
Phys. Rev. A76, 052503 (2007); Phys. Rev. C79, 064313 (2009)

“Extended”
Hartree Fock

³ 2p1h/2h1p configurations 

Faddeev-RPA:Self-energy 
(optical potential):

• A complete expansion requires all types of particle-vibration coupling:
ü gII(w) à pairing effects, two-nucleon transfer
ü Π(ph)(w) à collective motion, using RPA or beyond
ü Pauli exchange effects

• The Self-energy S«(w) yields both single-particle states and scattering
• Finite nuclei:à require high-performance computing

R(2p1h)S«(w) = R(2h1p)

º
particle

º hole

Faddeev-RPA in two words…



• Global picture of nuclear dynamics
• Reciprocal correlations among effective modes
• Guaranties macroscopic conservation laws

gII(w)

pp/hh-RPA; two-nucleon transfer

Π(ph)(w)
ph-RPA; response, giant resonances

optical potential

Dyson
Eq.

Single-
particle
motion

S(r,w)

Self-Consistent Green’s Function Approach



gII(w)

Π(ph)(w)

Dyson
Eq.

Ionization energies/
affinities, in atoms

[CB, D. Van Neck,
AIP Conf.Proc.1120,104 (‘09) & in prep]

Isovector response
for 32Ar, 34Ar
Proton 
Pygmy

[C. B., K. Langanke, et al., Phys Rev. C77, 024304 (2008)]
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Self-Consistent Green’s Function Approach
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